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Foreword (by Brian Shearing)
If an engineer desions a driage using a computer prosrar wrizten by someone else, the person responsible if the bridge falls down is tne engineer, not the $a_{n}$ thor bf the progra\#. Similar siatemerts can de made in most professions. It is essential that responsible users or proerams shouid be able to inspect them and be satisfied that they are sourni and appiicabie.

The programing languages of today are so poon that few Hegrammers can understand another programmer's work, or even their own work after a few inonths; it is not reasonable to expect an intellijert user to understand it.

The traditional response to this (and cther) problems has been to design high-level anguages of ir:cressing power. In contrast, this report is part of a continuing experiment to discover programming notations whose emphasis is on simpicity rather than Hower for its own sake. The eventual aim of the experiment is that a jrogram should be uncierstanciable not iust to other programmers but a so to those with only a iayman's kinowledee of the essertials of programming.

The Eirst published version of 3R (December 1977) was created by Alcock Shearing \& Partners to fulfil a contract with the Design Ofzice Consortiumt. The recuirement was the production of a "putilishable program" for use in the Construction Industry. That program - the Forpa Program - is published as a book in which the first part "describes the notation used throughout the rest of the manual" [10]. This notation is $3 R$. It was most encouraging that the Progranning Research Srous at Jxford took an interes: in $3 R$. Andrew Black has here produced a concise but rigorous definition of the syntax and semantics of a notation capable of describing nontriviai programs with great ciarity.

[^0]$P a_{5} \doteq V i$
we have been using an evolving $3 R$ for, amongst other things, a progran of 20000 Fortran statements [11], and we are confident that the prosizn does what it shoulc. we are aiso confider. that we could convince a modestiy weil informed user that the program does what it shouid, simply by "reading him through" the 3R description.

The ícea $\mathcal{F}_{\bar{\prime}}$ a notation based on simpiicity has deen presented informally to several conferences and also in writing [1] [8]. The response to these presentations, our own use of the notation and the work at oxiord have resulted in some six dialects. The oxiord dialect presented here is the most rigorously defined and makes the fewest coacessions to translation into currently availavie computcr languages.

Much remains to de done. At the moment the two characters " 3 R" stand for an idea. The idea is taking shape. row it wili turn out no one can tell. But this report is an inportant milestone in its development.

Brian Shearing, Alcock Shearing \& Partners.

## 0. Introduction

The first version of sk (mentioned in चine Forcworc) was cescrius: ver' briefil, but -n sufiiciert detai- to rake the Forsa Frogan mambíuous. However, some parts of the iancuage were left in neer ut clarification; we nope this report provices it. In the process of completing the definition further simpifications have been made: the sequel defines the oxford version of the notation as ذt geosi it iovember 1978.

### 0.1. On Implementations

$\dot{\lambda}$ is a rutation ior describing solutions to problems wìich require the use of computing machinery. The use of sore formal nctation is necessary because a rooess must be rigorousiy defined berore it can be mecnanised. It sinou-i noe be iníerred, however, that the process definition, i.e, the prograr, must be ir a form wrich ca:: be used directly to instruct a machine. The main part of the programming problem is solved once the program is written in a macnine inuependent, easily understandacle notation such as $3 R$.

There remains the problem of coding, of creating a realisation OI the program (ir some computer ianguage) which can de used to control the hardware. The Forpa Program was transliterated into Fortran by hand, anci reaisations in other computer langages ane under construction.

However, because $3 R$ is a very simple notation and programs in it specify every detail of the problem solving procedure, there is no reason why this transliteration should not be mechanised. The resulting code may not be as efficient as that produced by an experiercer cojer, but this is becoming a less important consiacration as computer hardware becomes cheaper. So ieel free


The important foint is the converse, however: lack of a compiler dees not innit the useftulress of $3 R$ 部. any serious way. It ans been anc will be used in real, large scale, projects. The
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separation of these projects into a programming and a coding stage facilitates a useful separation of concerns. when writing in $3 R$ attention can be concentrated on the problem and tie alorithm used to solve it. Considerations of efficiency can be dealt with later, when realising the program in some more machine oriented computer language.

### 0.2. An Overview

The name 3 R is the well-known acronym for reading, writing and arithmetic, and summarises the main features of the notation. It is designed for readability; ease of writing coses a poor second. $3 R$ is distinguished by its lack of "features" and novel ideas: it has been produced by extracting common factors from other current programming languages, designing a uniform nota*ion for then, and ruthlessly throwing out any constructs which were obscure, ambisuous, dangerous or unnecessary. Those that remain form the minimal set necessary for writing large programs, or 50 we conjecture; the object of publishing this definition is to enabie this conjecture to be validated by wide-ranging experiment. The most obvious attributes of the notation are:
(i) Support for progran development by stepwise refirement [12];
(ii) Acceptance of Dijkstra's alternative construct [2];
(iii) Avoidance of defaults [7];
(iv) Absence of a loop construction [5].

These features are now discussed in a little more detail.
(i) $3 R$ does not have an Algol-like structure of nested biocks. Instead the structure is "flat": if any complicated action is required it is necessary to invent a name for that action and later define, or rather refine, the name. In tris way the programmer is encouraged to make the design process obvious from the text. It also Decones unnecessary for a reader of the program to have an arbitrarily deep stack of definitions in his riead: instead he need remember exactly two levels. Although there will be more names visible at each level, the result seems to be more readable than conventiorai block structure.
（ii）The Choice Command of 3 ？is ciosely modelled on Dijkstra＇s alternative construct，and thus allows non－determinism．In our notatian 将jxstia＇s classic example becomes

```
where set maximum is
    if \(x \leq y\)
        maximum := it
    访 \(x \geq 1\).
        maximum :=x
    otherwise chaos
```

（iii）De三auits may make programs easier to write，but the price paid when they later come to be read is unacceptably high．We aim ：or everything to be obvious from the text．That is why Dijkstra＇s $f i$ ias been replaced by otherwise chaos，which we hope implies the consequences of failing to ensure that at least one of the conditions ais satisfied．
（iv）There is no loop construction in 3 R．Instead，since the piece of program we may require to repeat will invariably have a marie，the repetition is obtained simply by using that name．We hesitate to use the term recursion as this has come to imply an implementation in terms of stacks and calls，which is unnecessary and unaesirabie in most circumstances．

## 1. The Method of Description

The wiole of $3 \overline{\mathrm{~K}}$ is deżinec ír this reprot, whion takes the unusual (but in many ways more naturai) step of describing the lariguase from tine iog cownwares. First we desine the nition of a program, in terms of its (as yet widefined) subcomprnents; then come the deíinitions of those subcomonents, and of their subcomponents, until everivaijy everythins is cefined in terms of ine tewemes and cokens (q.v. Section i.2), which are the basic units from which prograns are suidt, Since the structure of 3 只 is not recursive (except for such things as expressions), this report makes onay a small number of back references but a large number of forward rer̄ercnces. We dic not feè that tnis impairs readanijity because it is central to the design of $3 R$ that every construct means winat it appears to mean. こn first acquaintance there is no ncers to look u= the forward references: they are there to reassure rather than to perplex. Gimilarly we have not hesitated to use as yet undescribed constructions in tine examp?es.
1.l. Technical Terms

In ar effort to avoí the excessive use of abbreviations, some long and turgid phrases have been used in the text. ilowever, this has not been taken to extremes, ard where necessary a tecinical term nas been irtroduced, iridicated by ite name appearing in itazics. All the rechnical terms are defined at an appropriate place in the text; the location of any bautivular jefinition can be found from the index on page 57.
1.2. Syntactic Description
 a context-free grammar [3] [6]. Whis gramar gererates a languace linger than $3 R$, and is accompanied by context restrictioris expressed in Er.glisin. is has been indicated adove, tne torminal sumbois of the grammar are tokens and lexemes.
1.2.1. The Tokens

A token adstracts frorn a dasic symbol; within the grabar it is easily recognised by its name, which ends with token, e.s. let token. The representation of a tokerı is meaningless except in so Ear as the symboi chosen has a memonic quaiit/.

Below are listed the representations of the tokens whici will be used in this report, and in a few cases suggested alternatives.

| token | representation |
| :---: | :---: |
| abs token | $a b s$ |
| arctangent token | arctan |
| array token | array |
| at token | at |
| be token | be |
| becomes token | : = |
| char of token | char of |
| close parenthesis token | ) |
| comma token | , |
| conjunction token | and |
| cosine token | cos |
| degree token | degree |
| differs from token | \% |
| disjunction token | $\checkmark$ Or |
| divided by token | $\div \quad \frac{d i v}{d i}$ |
| dummy token | pass skip |
| e to the power of token | e๙p |
| end block token | end of block |
| end choice token | otherwise chaos |
| end test token | end of test |
| equals token | $=$ |
| exponentiation token | $\uparrow$ |
| fail token | fail |
| failure token | on failure |
| finish token | finish |
| if token | if |
| integer from real token | integer from reat |
| integer token | integer |
| invariable token | invariable |
| is at least token | $\geq$ |
| is at most token | $\leq$ |
| is greater than token | > |
| is less than token | $\leqslant$ |
| is token | is |
| length of token | length of |
| let token | tet |
| log base e token | in |
| log base ten token | 209 |
| minus token | - |
| modulo token | mod |
| negation token | 7 not |

newline token

```
of token
open parenthesis token
over token
parameter token
plus token
radian token
real from integer token
real token
result token
sine token
success token
test token
text token
times token
upto token
uses token
variable token
where token
with token
zero token
```

| $\frac{O f}{1}$ |
| :---: |
| / |
| parameter |
| + |
| radian |
| real from integer |
|  |  |
|  |
| 3in |
| on succese |
| test |
| text |
| $\times$ |
| . . |
| use8 |
| variable |
| where |
| with |
| zero |

1.2.2. Tinc Lexemes

A Zextme is an abstraction of a class of user-defined objects, each member being similar to but distinct from the others, e.g. integer denotation. The representation of a lexeme is structured, and the structure conveys information.

The foilowing mera-variables are lexemes.
name
name with arguments
text denotation
integer denotation
real denotation
Names are used to label values. The only property required of then is that it be possibie to determine if any two names are iaentical. The following are examples of names.

```
frame
Pattern
move to first month of next year
```

Names with arguments are used to name and refer to blocks. The arguments are aiways optional, so the class name with arguments
inciudes tine ciass name. Exampies:

```
print['Answer is']
position of [x] in [table]
character [3] of [Heading]
tab to column [7] of [typewriter]
rancom
```

The argument list oi a name with arguments is the list of expressions (q.v. Section 7) within the brackets. The argument lists oi the first four exampies are thus
'Answer is'
$x \quad$ table
$\overline{3}$ Heading
7 typewriter
wailst (ranaiom ' has an empty ar§ument list.
Text denotations, integer denotations and real denotations are tne constants of the ianguage. Examples are
'This is a text denotation'
57
49.35
which mean just what they appear to mear. All the lexmes are de¿ined formally in Section 9.2 .

### 1.2.3. The Productions

The production rules of the context-free grammar will be presented in the same form as the following examples. vehicle:
bus;
car:
bicycle;
lorry.
convoy:
vehicle, vehicle;
vehicle, convoy.
safe convoy:
man with red flag, convay, man with red flag.
The words in gothic type are the symbols of the gramar. The remaining marks are connectives and have the following meanings.
: means "consists of"
; means "or"
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$$
\begin{aligned}
& \text { ' means "followed by" } \\
& \text {. means "end of production" }
\end{aligned}
$$

Thus the examples dēine a vehicle as either a bus, car, bicycle or lorry, and a convoy as a sequence of two or more vehicles. A safe convoy is a convoy preceded and followed by a man with red flag.

Une deininition which is used continuousiy throughout the syntax of $3 R$ (ana logicaily ought to be given ar tne end) is given nere to avoid unnecessary suspense. It is
empty:
\{i.e. the arapty sequence of grammatical symbols.\}
The Start. Symbol of the grammar is program. The production defining a given non-terminal symbol can be found using the index on page 57.
1.3. Semantic Description

The semantics of $3 \mathbb{F}$ are describeo with the aid of a notation similar tc Weakest Precondition predjcate transformers [2]. For those meeting boti predicate transformers and 3 f for the first time, the combined effect may be a little overwhelming. For this reason the semanitics of each construct are giver infornally when it is first encountered and the predicate traniormers are reserved until Section 8 .

### 1.4. Notation

The meta-linguistic variabies are used in the text to denote the objects which can be derived from them; we have allowed ourselves the freedom to capitalise their initial letters and make them plural where this is required by the English language.

Certain passages of this report apear between the braces ( \{ ' and $r$ \} $\quad$. The meaning of the report is unaffected by their presence. \{They are included to help the reader understand the

In all the examples, lines starting at the left margin are comments.

```
Tase 1J
```

2. Prograns
2.1. Context-free Syntax
progran:
argument declarations option, program body, newline token, finish token.
program body:
program element, newline token, program body; program element.
prograin element:
block;
program statement.
program siatement: statement.
2.2. Examples

The fiollowing are complete, if trivial, programs.
2.2.1.
$\frac{\text { pass }}{\text { finisin }}$
2.2.2.
farameter input is integer
resuit output is integer
invariable three $\frac{i_{s} 3}{}$
finish
2.3. Context Restrictions
2.3.1. The global $2 i s t$ of a program is the concatenation of its parameter list, result list, variable iist anc invariable Zist (G.V. Sections .. 2 and 5.1.2.1). It is required that it contain no name aore זnar once. \{The glosai jist of a program coriains adi the names declared in its program body and argument dec 1 arations option. The requirement ersures that eacli name means exactiy one thing.\}
2.3.2. The blook list of a program consists of all the formal block names (q.v. Section 3.1) which occur in that program; it may not contain two names which match.

Two names with arguments match if, after the expressions within the brackets in both rames \{if there are any\} have been deieted the resulting names (including the empty brackets) are identical.
2.3.3. No name may appear in both the global list and the block list of a program.
2.3.4. The scope of a name in the global list extends from the declaration which introduces it until the end of the program, incluaing blocks whose usage tists (q.v. Section 3.1.2.2) contain the name, but excluding all other blocks.
2.3.5. The scope of a formal block name is the whole program, excluding those blocks which have an identical name in their local lists (q.v. Section 3.1.2.1).
2.4. Semantics

The meaning of a program is obtained from the meaning of the argument declarations (if any) and the program body of which it is composed.

## 3. Blocks and Blockiets

3.1. Blocks
$\dot{A}$ 3R block associates a name with some stateme:-s in order that tnese statements may be reierencei, $D_{j}$ iame, from athez parts of the program. The statements make $u_{F}$ the block tail; the other parts of the block supply corroborative detail.
3.1.1. Cortext-free Syntax
block:
block head, block body, block end.
block head:
let token, result list option, formal block name, be token, newline token.

```
block body:
                usage list option, argument declarations option, block tail.
block tail:
    statement;
    statement, newline token, block tail.
block end:
    newline token, blocklets option, end block token,
                newline token.
```

formal block name:
name with arguments.
result list option:
empty;
joined name list, becornes token.
usaye list option:
empty;
uses token, joined name list, newline token.
joined name list:
name;
name, comma token, joined name list.
3.1.8. Context Restrictione
3.1.2.1. The local list of a biock is the concatenation of its parameter list, resuit list, irvariabie iist anc variable lisu (q.v.

Sections 4.2 and 5.1.2.1). It must not contain any name more than once.
3.1.z.2. The usage tist or a block consists of all the names in the usage list option of that Dlock; if it is empty the list is empty. The concatenation of the iocal iist and the usage list is tre name list of the block: it must not contain any name more than once.
3.1.2.3. The argument iist of the formal block name mist be identical in both content and order to the parameter list (q.v. section 4.2) of the block.
3.1.2.A. J'he joined name list of the result list option must be idertical En both content and onder to the resuit list (q.v. Section 4.2) of the block.
3.1.2.5. Ail names in the usage list of a block must alsj be in the $g$ gubal list of the program which contains that block.
3.1.2.6. Tine scope of a name in the local list extenas irom its dectaration to the end of the block.
3.1.3. Examples
3.1.3.1.
let ratio := tan[theta] be
parameter thata is 0 .. $2 \times p i$
resutt ratio is $\frac{\text { real }}{\text { ratio }}:=($ sin theta) $/$ (cos theta)
end of block
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3.1.3.2.
let line from [Start Column] to [End Cotumn] be parameter Start Column is 1..80
parameter End Column is 1..80
variable number of dashes is $0 . .80$
Tab to [Start Column]
number of dashes $:=1$ + End CoZumn - Starit Column Write dashes

Now we need to define "Write dashes"
where Write dashes is
if number of dashes $=0$
if number of dashes $>0$
Write['_']
number $\bar{o}_{j}$ dashes $:=$ number of dashes -1 Write dashes
otherwise chaos

That was a blocklet (see Section 3.2)

## end of block

3.1.4. Semantics

The association between a formal block name and its block body is permanent and holds everywhere in the program body. The statements in the black tail are executed when required by means of an invocation (q.v. Section 6.3). In particular it should be noted that an invocation of a block may textually precede, succeed or be containef in the block itself.
3.2. Blocklets

A 3R blocklet associates a name with some commands. It is thus less generai than a block; blocklets do not have arguments or contain declarations.
3.2.1. Context-free Syntax
blocklets option:
empty;
blocklet, blocklets option.
blocklet:
where token, blocklet name, is token, blocklet body, newline token.
blocklet body:
command chain, newline token.
commano chain:
command;
command, newline token, command chain.
blocklet name:
name.

### 3.2.2. Context Restrictions

The blocklet $2 i s t$ of $a b l o c k$ consists of all the blocklet names which occur in that block. No name may occur more than once in the blocklet list, nor may it occur in both the blocklet list and the name list of the same block.

The acope of a blocklet is the whole of the block in which it occurs, including the blocklet itself.
3.2.3. Example
where select a range is
This blocklet will never be used when table at middle = value
if table at middle < value
bottom := midale
if table at middle $>$ value
top : = middle
otherwise chaos

Fige 16
3.2.i. Semantios

The commands whicn make up the command chain of the blocklet Jescribe some process. The purpose of the blocklet is to enable that process to be periomed anywnere within its sope simpy by using the blocklet name in a substitution (c.v. Sectior E.L).

4．Ar：uments
Ine ancumants oi a block proviae the means by nnicn it commuricates with its environment，that is，the piece of $3 R$ program


Tite arementis of a progran jeriorm a similar function，but in
 these valuse are transferred is thus beyond the scope of this どヒデとロー

4．1．Context－free Syntax
argument declarations option：
empty；
argument declaration，newline token， aryument declarations option．
argument declaration：
result declaration； parameter declaration．
result declaration： result token，name，is token，type indicator．
parameter declaration：
parameter token，name，is token，type indicator．

4．2．Context Restrictions

The parameter list（result list）of a block or program consists口ї aii the names in the parameter declarations（result declarations） oi the argument declarations option of that block or program．
is rame fay ocomp more than once in the concatenation of the parameter iist and the result list．
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4.3. Examples

## result $t$ is integer

parameter line is text
parameter Page is array zero .. 66 of text

### 4.4. Semantics

4.4.1. Reзults

A result declaration occurring in a block body, or directly in a program, introduces a name in the same way as does a variable declaration (q.v. Section 5.1). \{Such a name may appear to the left of the becomes token in a computation, and its value may thus be changed.\}

If result declarations occur outside of all blocks, i.e. directly in a program, the output of the program is the list of values of the names. If result declarations oceur in a block the names are used to establish the result of an invocation of that block, as described in Section 6.3.4.
4.4.2. Parameters

A parameter declaration occurring in a block body or directiy in a progran associates a name with a value; the association cannot be changed within the scope of the name. Different invocations of a block, or runs of a program, may initialise a parame ter to different values. The type of the value must correspond to the type indicator in the declaration. (The name of a parameter may not appear to the left of the becomes token in a computation.)

If parameter declarations occur in a block, the values to be associatec with the names for the duration of a particular invocation are obtained from the argument list of the actual block name in that invocation (q.v. Section 6.3.4). If pararneter declarations occur outside of all blocks, i.e. directly in a program, the values associated with the names are the input of the program.
5. Statements

Statements are the primary constituents of 3 R programs. They may be declarations, which describe the objects the program manipulates, or commands, which specify what actions are to be performed on these objects. statement:
declaration;
command.
5.1. Declarations
5.1.1. Context-free Suntax
declaration:
variable declaration;
invariable declaration.
variable declaration:
variable token, name, is token, type indicator.
invariable declaration:
invariable token, name, is token, expression.
type indicator:
integer token;
real token;
text token;
subrange indicator;
array indicator.
drray indicator:
array token, array bound, of token, base type indicator.
array bound:
zero token, upto token, expression.
base type indicator:
type indicator.
subrange indicator:
expression, upto token, expression.
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5.1.2. Context Restrictions
5.1.2.2. The invariable iist (variable tist) of a biock or program consists of all the names introduced by invariable declarations (variabledeclarations) in its block body or program statements. If there are no such declarations the list is empty. A name is art invariabie name (variable name) if it occurs in the invariable tist (variable list).

No nane may occur more than once in tne concatenation of the invariable list and the vaiable list of a \&iven block or program.
5.1.2.2. The expressions in a subrange indicator must both be of the same type.
5.2.2.3. The expression in an array bound must be of type integer.
5.2.3. Examples
variable i is integer
invariabie Page Size is 66
variable Line Number ${ }^{6}$ O.. Page Size
variable Page is array zero .. Page Size of text

### 5.1.4. Semantics

\{As mentioned above (q.v. Section i.2.2), names are used to label vaiues. This usage is a little different from that of many programming languages. A graphic description of the usage of names in $3 R$ is given in [4]. Each type corresponds to a data space contairing all the values of that type, e.g. integer corresporids to the numben line, array zero.. 1 of real to the cartesiar plane, etc. $\quad$ I. $3 R$ one speaks about "assigring a name to a vaiue". Tnis may be risualised as the act of pinning a fiag bearing the name to the point in the value space representing the value. \} A declaration indicates that a name may be assigned only to values of a specified type. IIt corresponds to the manufacture of a new flag, which can be attached oniy to values in the appropriate value space.\}
5.1.4.1. The name introduced by a variable declaration is not initialised. It must be assigned to some vaiue jefore it can je
used in an expression. \{This is achieved by a computation in which the name appears to the left of a becomes token, which corresponds to moving the flag bearing the name to a place in the value space.\}
0.3.4.2. The name irtrocioced $b_{j}$ an invariable declaration is assisned to a value obtained from the expression accondirg to the rules given in section 7. The type of the name is the same as that of the expression. \{An invariable name may not appear to the left of a becomes token in a computation. Thus the flag bearing the name carinot be movec.\}
5.1.4.3. Vaiues and Types.

This section describes the types corresponding to the various type indicators. Integer token corcesponds to the countably infinite set of negative, zero and positive integral values. Real token corresponds to the continuum of real numbers. Text token corresponds to values in the set Char*, where Char is some \{impiementation defined\} set of characters.t

A subrange indicator corresponds to the type of the expessions which make up the indicator. It aiso makes manifest arl assertion on the part of the programmer that the first expression has a value less then the second expression and that the value of the variable introduced by the declaration will always lie in the closed interval deined by these expressions. fan implementation may use this information (for example to save store by packing values asserted to be small) or it may ignore it altogether. In either case, provided the assertion is correct, the meaning of the progran is the same.] If the assertion is ever false, chaos results.

An array indicator specifies a base type $B$ corresponding to the base type indicator and a domain size $n+1$ where $n$ is the value of the expression in the array bound. $n$ must not be negative. The type corresponding to the array indicator is the cartesian product

[^1]of $n+1$ replications of $B$, i.e. the set $B^{n+1}$. $\{$ Since the base type indicator may itself de an array indicator this definition is recursive.f
5.2. Commands

In addition to simple commands, which describe a single imperative action, there are two compound commands which enable a choice to be made between different sequences of simple commands. The choice command is used to express the solution of a problem by cases; the tested invocation is used to detect (and possibly recover from) program failure.
command:
simple command;
choice command;
tested invocation.
5.3. The Choice Command
5.3.1. Context-free Syntax
choice command:
guarded command chain, newline token, end choice token.
guarded command chain:
guarded command;
guarded command, newline token, guarded command chain.
guarded command:
if token, guard, newline token, simple command chain.
simple command chain:
simple command;
simple command, newline token, simple command chain.
5.3.2. Example
if $a>b$
Compute results for case where $a$ is larger
if $a<b$
Compute results for ase where $b$ is larger
if $a=b$
fail Print['a = b']
otherwise chaos
5.3.3. Semantics

A choice cominand is composed of several guarded commands, each of which is appropriate in different circumstances. A guarded command can only be executed when its guard evaluates to true (q.v. Section 5.4). A choice command specifies execution of exactly one guarded command from its guarded command chain. If it is impossible to do this because all the guards are falae ther chaos results. IIf more than one of the guards is true then it is not siecifiec which guarad command is chosen.\}
5.4. Guards

The guards in a choice command yield truth values, represented below by true and false.
5.4.2. Context-free Syntax guard:
conjunctive formula; disjunctive formula; negation token, boolean; boolean.
conjunctive formula:
boolean, conjunction token, conjunctive formula; boolean, conjunction token, boolean.
disjunctive formula:
boolean, disjunction token, disjunctive formula; boolean, disjunction token, boolean.
boolean:
relational expression;
parenthesised guard.
relational expression:
expression, relator, expression.
parenthesised guard:
open parenthesis token, guard, close parenthesis toker.
relator:
equals token;
differs from token;
is greater than token;
is at least token;
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```
is at most token;
is Tess than token.
```

5．4．2．Tontext Restrictiona

In e relational expression，both the expressions must be of the same tjee（q．v．Section 7）and the relator must be definel for that type（q．i．Section 5．4．4．i）．

5．4．3．Examples

```
Author < 'zzzz'
qbs tolerance< < .000 001
\hat{0}\leqtheta A theta \leq 00 ^ r m 1
(x<1 ^ x>-3) \vee ( j< < 人 ^ y> J)
(i<2 v j\geq2) ^ ...
(page length = line number v page length = 0)
```

Note that the syntax requires tie parentheses ir botin of the last two examples．\}

## 5．4．4．Semantics

5．4．4．1．The conjunction token and disjunction token represent ordinary logical conjunction and disjunction；the negation token represents logical negation．This meaning is given in the following table．

| left operand b1 risht operand b2 | true <br> true | true <br> fatse | faluse <br> true | $\begin{aligned} & \text { fatee } \\ & \text { fatse } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| corjuaction：b1 $A$ えi2 <br> itjunction：bi v b2 <br> resation：7b2 | true <br> true <br> ＂azse | $\begin{aligned} & \text { faise } \\ & \text { true } \\ & \text { true } \end{aligned}$ | $\begin{aligned} & \text { faise } \\ & \text { true } \\ & \text { fatse } \end{aligned}$ | fatse <br> false <br> true |

Since tne operands must be evaluated Defore tnese cifinitions can be appliec，if either operand is undefined the value of the formuia is also undefined．

5．4．4．\＆．$\dot{\operatorname{s}}$ relational expression is evaluated by first evaluating the expressions（g．v．Section 7）anc then evaluヨting the reiation
according to the ordinary mathematical meaning conveyed by the token wrich forms tine relator. Ail the relators are defined for integers, but the relations denoted by the equals token and the differs from token are not definec For reals. All the relators are also aefined for text values; the equals token and the differs from token have their obvious meanings and the remainina relations test lexicographic ordering of the text. \{Thus 'a' < 'aa', 'aa' < 'ab', etc..\} The relations denoted by the equals token anc the differs from token are defined for arrays ¡rovided they are defined for the base type, but the other relations are not.
5.4.4.3. The value of a parenthesised guard is the value of the guard it contains.
5.5. The Tested Invocation

The tested invocation is used in conjuction with the fail command (q.v. Section 6.2 ); it enables failure to be detected and appropriate action to be taken.
5.5.1. Syntax
tested invocation:
test token, invocation, success and failure clauses, end test token.
success and failure clauses:
success clause, failure clause;
failure clause, success clause.
success clause:
success token, simple command chain.
failure clause:
failure token, simple command chain.
5.5.2. Exampies
test object code : = compize[expression]
on success evaiuate[object code]
on failure $\frac{\text { Print } \text { 'Syntax errors prevent evaluation'] }] ~}{\text { fin }}$
end of test
test $n:=$ integer from text[number]
on failure
We have now $\frac{p a s a}{d e a l t}$ with ait the numbers and go on to look at the words on success $\frac{\text { Sum }:=S u m+n}{}$ Sum of Squares := Sum of Squares $+(n+2)$ Item count $:=$ Item count +1 continue summation of numbers
end of test
5.5.3. semanties

The execution of a test construct commences with the execution of the invocation it contains ( $q . v$. Section 6.3.4). Subsequently, either the failure clause or the success clause is executed: the choice iepends on whether the invocation was terminated by a fail command (q.v. Section 6.2) or was successfully completed.

Execution of a failure clause or success clause consists of the execution of its simple command chain. \{After completion of a tested invocation, execution continues with the statements which follow it. A fail command within the success or failure clause will, of course, cause the whole tested invocation to be terminatee as described in Section E.2.\}
6. Simple Commands
simple command: dummy command; fail command; computation.
computation:
invocation; substitution; assignment.
6.1. The Dumny Command
6.1.1. suntax
dummy cominand:
dumnly token.
6.1.2. Example
pass
6.1.3. Semantics
i dummy command performs no operation. \{It is used when the syntax demands a command but no action is required.\}
6.2. The Fail Command
6.2.1. Syntax
fail command:
fail token, computation;
fail token.

万.2.2. Examples
$\frac{\text { fail }}{f a i z}$ with Message['Output too big for fieid']
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E.2.3. Semantics

The fail command is used for hanaling errors: it causes early termination of all or part of the program. If the fail command contains a computation this is executed befone the termination takes piace.

If the fail command is a program statement, execution of the program is terminated. If it occurs within a block, the invocation of that biock is terminated (q.v. Sections 5.5 and 6.3).
6.3. Invecations
6.3.1. Context-free Sintax
invocation:
invocation without results;
invocation with results.
invocation without results:
actual block name.
invocation with results:
joined name list, becomes token, actual block name.
actual block name:
name with arguments.
6.3.2. Context Restrictions

Tne actual block name in an invocation must match the formal block name cf some block, which will be rejerred to as the invoked block. [Section 2.3.2 ensures that the actual block name matohes at most one formal block name.\}
©.3.2.1. $Z=$ the invocation is part of a block, then the usage irist of that biock must include all the names in the usage iist of the invoked itock.
6.3.2.2. The arquatent iist $\bar{f} \bar{f}$ the actual block name must have the same number of entries as the parameter iist of the invokeri block.
6.3.2.3. The invoked block of an invocation without results must
have an empty resuit iist.
6.3.2.4. For an invocation with results it is required that:
(a) There are as mary names in the joined name list as in the result list of the invoked block;
(b) The invocation is withia the scope of these names;
(c) Each such name is a variable name;
(d) The types of these names correspond to tre types of the names in the resislt $l i s t$ of the invoked blocir.
6.3.3. Ëxamples

Line from [margin + 10] to [margin + 10 + length of item] alpha, beta := Roots of [6] xsq [+5] x [-1] $t:=\tan [p s i]$
6.3.4. Semanties

An invocation calls for the execution of a block, which has the effect of the following algorithm fbut may be implemented differentiy. Ir particular, the method by which an implenentation passes its parameters is not specifiedf.

First, the expressions in the araument list of the actual block name are evaluated (q.v. Section 7) to yield a list of values. The names in the parameter iist of the invoked block are assigned to these values by taking the entries of the two lists in the same orier. \{Section 6.3.2.2 ensures that the lists have the same nutiber of en=ries, winch may be zero.\}

Secondly, the statements which comprise the block tail of the invoked blook are executed in order.

Subsequent action jepencs on whether the executin oís the invoked block was successfully completed or was terminated by a fail cominand.

Providing the execution was successful, the final stage of the invocation is the transfer of results, and occurs oniy in the case of an invocation with results. A list of values is constructed by
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$\operatorname{taxin}_{5}$ in order the values of the names in the result list of the invoked biock. The ndmes in the joined name list of the invocation with results are then assigned to the correspanding elements of this list of väues, the correspondence being obtaineu by taking the Entries in the same order. $\quad=\equiv$ any of the names in the reautt inst do nut have defined values (e.g., because they have never been assibned to a value or because of the effect of this section) then the corresponding names in the joined name list are likewise not defineu. \{Section 6.3.Z.4 ensures that the lists have the same number of entries.\}

If the execution was terminated by a fail command, the names in tne joined nane list are not assigned to ary values. Thus, no attempt ray ie made to ase these names in an expression. Values wrich have been assigned names in the global list before execution of the fail command retain those names. Otherwise, the invocation as a whole $\dot{\text { behaves }}$ as if it were a fail command.
\{Thus the invocation (Execute some block' has an effect identical to that of the foliowing tested invocation.

```
test Execute some Block
on success
- jags
on faiture
end of test
```

v.4. Substitutions
6.4.1. Context-free suntax
substitution:
name.
6.4.2. Context Restrictions

A substitution may oniy occur in a block: it may not form a proyram statement. Tne name which comprises a substitution must be
in the biookiet $Z$ ist of that block. \{This incluges the restriction rhat tiae substitution must occur withir the scope of ite rame.\}
6.4.3. Examile

$$
\text { select a range }\{q . v . \text { Section } 3 . \operatorname{si}\}
$$

6.4.4. Semantics

The restriction of Section 5.4 .2 means that, within the block in which the substitu:ion occurs, there must exist exactly ons blocklet whose blocklet name is identical to the name comprising the substitution. The effect of the substitution is to insert the blocklet body of that blocklet in place of the substitution ard to execute it. \{It is left to the implementation to decide whether this effect shoulć be achieved by in-line code or routine all.\}
6.5. Assignments
0.5.1. Context-free Syntax assignment:
name, becomes token, expression.
6.5.2. Context Restrictions

An assignment must occur within the scope of the name which appears to the left of the becomes token. The name must be a variable name, and the type of that name must correspond to the type of the expression (c.v. Section 7).
6.5.3. Examples

```
Titie := 'Report on the Notation SR'
jumber of iabeis := Number of iadels + 1
Vector := arraj (0, ?, -i)
```
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6.5.4. Semantics

The expression is evaluated and the name is assigned to the result. Jhis assisamen superseats any previous assianment te arotrer veiue.

## 7. Expressions

An expression is a rule for calculatine a value, which will be of one ci the tifeea cescribed in section 5.1.4.3, i.e. inteder, real, text or ail array type.
expression:
unary formuia;
binary formula;
ternary formula; primary.

### 7.1. Unary Formulae

```
7.1.1. Context-free Syntax
unary formula:
    unary operator, primary;
    unary operator, unary formula.
unary operator:
    abs token;
    plus token;
    minus token;
    sine token;
    cosine token;
    arctangent token;
    degree token;
    radian token;
    log base e token;
    log base ten token;
    e to the power of token;
    length of token;
    real from integer token;
    inteyer from real token.
```


### 7.1.2. Context Restrictions

The operania o: a unary formula is the object which follows the unary operator: it is thus either a primary or arctier unary formula. It is rechirej that the operator be defined for the type $o$ ot the operand.
2.1.3. Examyzes

```
sin -theta
\(\overline{l n}\) abs \(x\)
ienoth of 'Report on \(3 R^{\prime}\)
```

?.1.4. Emantios
The value of a unary formula is obtained by finding the value of the operonci and performing the operation denoted by the unary operator. The following table specifies these operations, and sives the type of operand for which each operator is defined and the type of the result.

| operator token | Operation denoted | $\begin{gathered} \text { operand } \\ \text { type } \end{gathered}$ | $\begin{gathered} \text { resuit } \\ \text { tyge } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| abs token <br> plus token <br> minus token | ```modulus (absolute vaiue) null operation ne&atios``` | $\begin{gathered} \text { real } \\ \text { integei } \\ \text { real } \\ \text { integer } \\ \text { real } \\ \text { integer } \end{gathered}$ | $\begin{aligned} & \text { reaz } \\ & \text { integer } \\ & \text { real } \\ & \text { integer } \\ & \text { reaz } \\ & \text { integer } \end{aligned}$ |
| sine token <br> cosine token <br> arctansent token <br> degree token <br> radian token | ```trigonometric sine (of aryble in racians) trigonometric cosine principal value of arctangent conversion of ragians to degrees conversion of degrees to radiars``` | $\begin{aligned} & \text { reat } \\ & \text { reat } \\ & \text { reat } \\ & \text { reat } \\ & \text { reat } \end{aligned}$ | real <br> real <br> reat <br> reaz <br> real |
| loy base e token <br> loy base ten token | natural logarithm <br> logarithm to base zer. | $\begin{aligned} & \text { reat } \\ & \text { reat } \end{aligned}$ | $\begin{aligned} & \text { reaz } \\ & \text { reat } \end{aligned}$ |


| e to the power of tuken <br> Tenyth of token | exproreritiai function ( $e^{x}$ ) <br> nimber 25 characters <br> ir: tre text | real <br> text | rea: <br> integer |
| :---: | :---: | :---: | :---: |
| real from inteyer token <br> integer fron real token | t, 户е conversion <br> rounding towares zero (applicable only to non-negative operanas) | integer reaz | neat <br> irteger |

### 7.2. Binary Formulae

Formulae in $3 R$ differ from those in mathematics in several ways. inere is no precedence of operators: one cammot write $a+b x_{i}$ in $3 R$ but must specify either $(a+b) \times c$ or $a+(b \times c)$ as required. Neither is left to risht evaluation assumed: $a / b \times c$ is not allcued, orly $(a / b) \times c$ or $a /(b \times c)$. Where the operators are associative farentheses can be omitted without ambiguity. Thus 3 R allows $a+b+c, \quad a+b+c-d, \quad a \times \bar{i} \times c$ and $a \times b \times c, d$.
7.2.1. Context-free Syntax
dinary formula:
additive formula;
additive formula, minus token, primary;
primary, minus token, primary;
multiplicative formula;
multiplicative formula, over token, primary;
primary, over token, primary;
primary, exponentiation token, primary;
primary, divided by token, primary;
primary, modulo token, primary;
primary, at token, primary; primary, char of token, primary.
additive formuld:
additive formula, plus token, primary; primary, plus token, primary.

1 जse ve
nultiplicative formula：
时ltiplicative formula，times token，primary； primary，times token，primary．

$A$ binary ojerator has two operands，and iui $3 R$ all binary U：©ráors are witten Lismb infix notヨrion，i．e．the sjmbol denotint
山re lisead i：Section 7．L． dejined for il：operdnds．

## 7．2．3．i＝arn？こもe

Semial oj Haster＋I
Einst iname＋Surname
（iontributory factor $\times$ Days in ilonth）－Basic riate
iear mod 4
$(z+2)+(z \times a \times \dot{b})+(b+\Sigma)$
Einguxun＋＇s＇

## 7．2．4．Semantics

The value of a binary formula is sbtainex by findin\＆the values oI the $\dot{\sim}$ eransis of tis sirary operator aru pengorring or then the ojeration $i=$ denotes．These operands will either be primaries， whose valucs are obtained as described in Section 7．4．4，or multiplicative or additive formulae，whose valides are obtained by a recursive a：giiajtion of these ruies．the binary operators with their meanings anj the types for which they are defined are as rullows．

Numerical O¿erutors

| plus token | $\text { adatiun } \quad\left\{\begin{array}{l} \text { deīined ietweer inteigers } \\ \text { giving an integer resust, and } \end{array}\right.$ |
| :---: | :---: |
| minus tuken | switraction $\}\left\{\begin{array}{l}\text { between any other combination } \\ \sigma^{-} \text {integers and reals }\end{array}\right.$ |
| times token | MLiti－itcation）（ sivine a reaj resurt． |
| over token | ```AVVisijn cefined between iritegens ans reais in any combination givi"u a rea_ result.``` |



Text Operators


Array operator

```
at token
selection af an array elerent, defined between
an arraj zero .. n of atype value and an integer
i, yields the value of the ith elemert of the
drray (courting from zero). The result is o\overline{\prime}
type atype. i must not be negative or greater
thar n.
```


## 7.j. ternary Formulae

A ternary operator takes three operands. There is on dy one
 the Eire ojerancis.
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7.3.1. Context-free Syntax
ternary formula:
ternary formula, with token, primary, at token, primary; primary, with token, primary, at token, primary.
7.3.2. Context Restrictions

The sejt operand (which is either a ternary formula or a primary) must yield some array zero.. n of atype value. The inner operand (tne primary betweer the with token arid the at token) must yield an atype value. Tne rignt operand must yield an integer.
7.3.3. Enamples
buffer with 'iletion at 0
vector $\overline{w i t i_{1}} 1$ at 2 with 2 at 1 with 3 at 0 transcendental tabte $\overline{\mathrm{vi} t} \mathrm{~h}$ 3.11155965 at 3
7.3.4. Semantics

The ternary formula constructs a new array value from an old one. First the operands are evaluated: let their values be $\Lambda$, $i$ anc $x$ respective-y. The value of the formula is the same as that of $A$ except that the $i^{\text {th }}$ component of the tuple (counting from zero) has value $x$.
\{rote that the second example is unambiguous: 2 with 2 at 1 is meaningless, so it is clear without inspecting the grammar that association is to the left.\}

### 7.4. Prinaries

Primaries are the basic data objects from which expressions are constructed.

```
7.4.1. Context-free Syntax
primary:
            denotation;
            name;
            array expression;
            parenthesised expression.
```

parenthesised expression:
open parenthesis token, expression, close parenthesis token. denotation:
text denotation;
integer denotation;
real denotation.
array expression :
array token, open parenthesis token, joined expression list, close parenthesis token.
joined expression list:
expression;
expression, comma token, joined expression list.
7.4.2. Context Restrictions
7.4.2.1. A name forming a primary must occur within its scope.
7.4.2.2. In the joined expression list comerising an array expression, all the constituent expressions must yield values of the same type. The type of the array expression corresponds to the cartesian product of as many replications of the set corresponding to this type as there are expressions in the joined expression list.
7.4.3. Examples

57
'Mary'
array (3.14159, 2.71828, 1.4142)
array ('doubtless', 'no doubt', 'undoubtedly')
( (Stock number + increment) x percentage / 100 )
7.4.4. Semantics
7.4.4.2. The value of a denotation is apparent from its representation (q.v. Section 9.2).
7.4.4.2. The value of a name is the value to which that name is assigned. In the case of an invariable name the name wili have been assigned to a value when it was declared, and this assignment cannot ohange. In the case of a varialle name the name may have been assigned to many dīferent values, but we are miy interested
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irı the surrent（i．e．most recent）assignment．fThe type of the

 urdefinea．

7．1．4．3．＇「he value of an array expression is the tuple formed by takir．j in orjer the vaiues of the constituent expressions．

7．4．4．t．The value of i parenthesised expression is the value of Lhe expression it contains．

$$
\text { Fase } 1=
$$

## j. txionatic Semantics

Tnis section defines the semantics of 3 l more formally $\because$ mechs
 each construct in the language into a prodicate transformer wivich


The principle of defiring semantics $t y$ means of predicate transformers, and tinen using tnese trarsforioers to aíu tine prosrain desijn frocess, is expounced in many places (incluciine the above
 limit itself to a brief summary of the proper=ies of wp ani its さeचinEvion For 3R.

## s.i. Notation

Q, $R$ and $S$ will be used to represent predicates. All the osjects iri tie syntactic class guard (i. preaicates, but we also include other conncctives of the predicate caiculus with their usual meaning ( gartiounarly $\Rightarrow$ for matsriai implication), the constants true und false, and the symbol faikeld whifn is used to define tre sumantics of the fail command.
$[e \rightarrow x] R$ (read: e for $z$ in $R$ ) denctes a predidate ob:ained by substicutirc $e$ for ai free occurrences of $x$ iri $\quad$. linus $[7 \rightarrow f](x>y) \equiv\langle x>7) . \quad x$ occurs free in $R$ if it ocouns in $R$
 free but $f$ is not. Similarly $[t, f \rightarrow x, y] R$ denotes simltareous substi=ution oi e and for $x$ and $\because$.

Eventually, च्or the predicate trensformers to be of any use, the preaicates muse $E \in$-iven some ncaning in terms of the obituts tne proframiner manipuiates, i.e, the vazues or program variabiez. we wifi not irtrojuce anexizisit evaluatior functicn, asbuiri irrotead tiant much of tine jower of the mechos cories Erin the ease intin wrien it is possibıe lo aiternace between regardin $-x>7$ as a purely
 to the mame $x$ is dreater than $\therefore$.
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The symboi $i \triangleq 1$ is used to mean is defired to be equivalent [c). $\dot{A}$ will be used to represent part of a progran, defined in terms $\sigma^{\Sigma}$ the srammar and the context restrictions on it.
we A is a function whisch maps predicates to predicates, the predicate transiommer Eor A. A itseif might be, for example, simple command or choice command. We argue that wF $A$ cajtures the semantics of $A, 50$ of course the function represented by wp simple command depends on the conpositicn oís simple command. Tnus wo son $3 k$ is defined by first givirg wp program and so on for all che classes in the syntax. wp itself cin be considered as a $\hat{\bar{i}}$ amily of functions; each member jescrites the semantics of a particular construct in $3 R$ and is ottained by applying wp to that construct.

Suppose a program is required to achieve $R$, some condition on its parameters and results. Additionally, suppose that $S$ is specified as being true before execution commences. A program such that

Wp program $h=S$
will achieve the desired result. wp $A R$ can be interpreted as the weakest precondition under which program A is guaranteed to terminate with $h$ satisfied.

It is obvious that the syntax of 3R given in Seetions 1 to 7 of this re?ort contains many redundant productions: extra preductions nave beer deliberately introduced so that each construet referred to in the text has a name. For example, consider command:

```
simple command;
choice command;
tested invocation.
```

simple command: dummy command; fail command; computation.

In the definition of wp which foliows, there are refererices te Wp command but no direct definition. The reader is expected to examine the command in question and to decide if it is a
simple command, a choice command ar a tested invocation; if it is the iiwst he must decide whether it is a dummy command, fail command or computation. She definition of $w_{2}$ for these constructions wil: tne:. ve found in Seztion y.f.

In order to make this pattern matohing easier, the grammar has Deen rejroducei production-bu-productics where required. ilsc, each sub-section correspords numerically to the section or the report which deals with the same construction, e. \&. Section 8.6.1 ari Section 6.1 boti deal wi:h the dummy command.
8.2. Programs
program:
argument declarations option, program body, newline token, finish token.
wp (argument declarations option, program body, newline token, finish token) $F$
$\triangleq \quad$ false $\rightarrow$ faized]wp (argunent declarations option)
(wp (program body) $k$ )
program body:
program element, newline token, program body; program element.
wp (program element, newline token, program body) $R$
$\triangleq$ wp (program element) (wp (program body)R ^ Jfailed)
$\vee$ wp (programelement) ( $R \wedge$ faized)
program element:
block;
program statement.
program statement:
statement.
s.j. Blocks and Blocklets block:
block head, block body, block end.
wp (block nead, block body, block end) $R \triangleq \vec{R}$
\{The declaration of a block does rot affect the state.\}

8．4．Arguments
\｛Tri，signiricance $コ$ arsumients is explained in section 8．ê．3－ －nvしのaーミこのコ．\}

8．5．Statements
statement：
declaration；
command．
a．5．1．Jeotarationo
declaration：
variable declaration；
invariable declaration．
variable declaration：
variable token，name，is token，type indicator．
$w_{P}$（variable token，name，is token，type indicator）$F \triangleq R$
providec name does not occur free in $R$ ．\｛Thus no assumptions can be made about uninitialised variables．\}
invariable declaration：
invariable token，name，is token，expression．
wp（invariable token，name，is token，expression）$R$
$\triangleq$［expression $\rightarrow$ name］$r$

8．5．2．Sommands
command：
simple command；
choice command；
tested invocation．

3．5．3．Tine Choice Command
choice command：
guarded command chain，newline token，end choice token．
guarded command chain：
guarded command；
guarded command，newline token，guarded command chain．
guarded command:
if token, guard, newline token, simple command chain.

Informally, the structure of this command is
in guard 1
simple command chain 1
if guard 2
simple command chain 2
-
-
if guard $n$
simple command chain $n$
otherwise chaos

For all the constructs encountered so far it has been possible to define wp by a recursive rule mirroring the recursive syntax. This is not so for the choice command. Instead we have
wp choice command $R$
$\triangleq$ (guard $1 \vee$ guard $2 \vee \ldots$ v guard $n$ )
$\wedge$ guard $1 \Rightarrow$ wp (simple command chain 1) $R$
$\wedge \quad$ guard $2 \Rightarrow$ wp (simple command chain 2 ) $R$
$\hat{\wedge}$ guard $n \Rightarrow w_{F}$ (simple command chain $n$ ) $R$
$\equiv \stackrel{V}{V}_{i=1}^{n}$ (guard i) $\wedge \hat{i}_{i=1}^{n}$ guard $i=w p$ (simple command chain i) $R$
Although $n$ is arbitrarily large, it is finite and there is no complication in introducing the quantified connectives: $\underset{i=1}{n}$ is simply a shorthand for something which, if written out in full, wound occupy an arbitrarily large (but finite) piece of parer.

It will be seen that if all the guards in a choice command are false, wp choice command $R=$ false, i.e. there is no precondition

[^2]```
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Whicr enables the desired post-condition to be reached. This is the mearing of cinos: it is not possible to prove anything about a prosram iontainir.g such a choice command.
simple command chain:
simple command;
simple command, newline token, simple command chain.
Wp (simple command, newline token, simple command chain) $R$
$\triangleq w_{p}($ simple command) (wp (simple command chain) $R \wedge$ ffailed) $\because \operatorname{wp}(s i m p l e ~ c o m m a n d)(R \times$ failea $)$
8.5.4. Guarde

Guaros are evaluated to yield truth values as described in Section $\overline{.} 4$.
3.5.5. Tested Invocations
tested invocation:
test token, invocation, success and failure clauses, end test token.
success and failure clauses:
success clause, failure clause; failure clause, success clause.
wp (test token, invocation, success and failure clauses, end test token) $R$
 * wD invocation ( (wp failure clause $R$ ) a failed)
success flause:
success token, simple command chain.
wp (success token, simple command chain) $R$
$\triangleq$ [false $\rightarrow$ failed] (wp simple command chain $R$ )
failure clause:
failure token, simple command chain.
wp (failure token, simple command chain) $P$
$\triangleq$ [\{azse $\rightarrow$ faizel] (wp simple command chain $R$ )

```
8.0. Simple Commands
simple command:
    dummy command;
    fail command;
    computation.
computation:
    invocation;
    substitution;
    assignment.
8.6.1. Dummy Commană
wp dummy command R}\triangleq
8.6.2. Fail Command
fail command:
    fail token, computation;
    fai] token.
```

wp (fail token, computation) $R$
$\triangleq$ wp computation (wp fail token $R$ )
wp fait token $R \triangleq \quad \triangleq \quad$ true $\rightarrow$ failed] $R$
8.6.3. Invocations
invocation:
invocation without results;
invocation with results.
actual block name:
name with arguments.
8.6.3.1. Invocations without results.
invocation without results:
actual block name.
wp actual block name $R$
$\triangleq$ [argument list $\rightarrow$ parameter list]wp block tail $R$

Argument list is that extracted from the name with arguments which forms the invocation. Block tall, parameter $2 i s t$ and result $Z i s t$ are those of the invoked block (G.v. Section E.4.2).
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8. ©. 3.. Irvocations with results.
invocation with results:
joined name list, becomes token, actual block name.
wp (joined name list, becomes token, actual block name) $R$
$\triangleq$ [urgument Zist $\rightarrow$ parameter ivst]wp block tail
( (result list $\rightarrow$ joined name list]R A ㄱaizeci) $v(R \wedge$ faized $)$ )
providec that the value of ( $R$ ^ faized̆) is independent of the values
of the names in the joined name list. \{This forbids any
assumptions about. the result of a failed invocation.\}
block tail:
statement;
statement, newline token, block tail.
Wp (statement, newline token, block tail) $R$
$\triangleq \quad$ w? statement (wp block tail $R$ A ffaized)
, wp statement ( $R \wedge$ faited $)$
8.3.4. Substitution
substitution:
name.
wp name $\hat{x} \triangleq$ wp command chain $R$
where conmand chain directly derives from the blocklet body whose
blocklet name is name (q.v. Sections 3.2.1 and 6.4.4).
3.6.5. Assignmert
assignment:
name, becomes token, expression.
$w_{p}$ (name, becomes token, expression) $R \triangleq \quad$ [expression $\rightarrow$ name $] R$

### 8.7. Properties of $\mathrm{wr}_{\mathrm{i}}$

The wp function defined above has the following properties, which may de proved from the definition.
8.7.1. Strictures

For ail constructs A
wp A false $=$ false
8.7.2. Distribution over $\wedge$

For all constructs $A$ and preāicates $\hat{Q}$ and $R$
$(\omega p A 2) \wedge(w p A R)=\operatorname{wp} A(Q \wedge R)$
8.7.3. Continuity

Given an infinite sequence of predicates $Q_{i}, i \geq 0$, such that $\psi_{i} \Rightarrow \eta_{i+1}$

$$
\mathrm{W}_{P} A\left(\underset{i \geq 0}{V} Q_{i}\right)=V_{i \geq 0}^{V}\left(W p A Q_{i}\right)
$$

Prom property 8.7 .2 it is easy to prove the following property of Monotonicity: if $2=R$ then $w_{P} A Q \Rightarrow$ wp $A R$. Not that in general wp does not distribute over $v, i . e$. (wp $A$ ) $\vee(w p A R) \neq$ wp $A(Q \vee R)$.
(Zn particular, consider wp choice command.) However, tie weaker condition

$$
(w p A Q) \vee(w p A R)=\operatorname{wp} A(\hat{\sigma} \vee F)
$$

follows trivially from monotonicity.

## 9. Termınal Symbols

This section contains the syntax and semantics of the lexemes and out-̇res a comment convention.
$\therefore$ ji prograr: consists of a sequence of sumbois. The tokens are symbots, as are the ietters and digits and ariy other characters we wist to inciuce because they are avaizable on our typewriter or line Frinter. In most representations the tokens wiil je composed of multiple characters, e.s. the suggester representation for the where token is wiere, and the newline token might be represented as the pair of characters carriage return and line feed. No difficuity should arise so long as the lesigners of representations ensure that it is easy to map multi-character sequences into the appropriate tokens.

### 9.1. Representation of Tokens

Where two tokeris are juxtaposed they should be separated by at least one space; additional spaces before or after a token are optionai and may be used to improve readability.

The list of recommended representations given in Section 1.2.1 uses underlining to create rew symbols. Underlined words have the auvanta $\dot{E} \in$ of standing out from the page. Fussible alternatives, if underliring is unavailable, are the use of bold face on capital letters. Stropping with quotes or points is not necommended. Stropping has the effect of reducing readabilizy rather than enhancirg it. If capitai letters are used to create new symbols, the term letter should be understood to exclude them. fit must aiwags je clear whether a given sequence of characters is a token or a name.: Tine term digit means any of the ordirary deciael digizs.
9.2. Syntax and Semantics of the Lexemes

The followine symbois, in addition to letters and digits, are used in the construction of the lexemes.

```
symbo:
                                    remresentation
point symbol
times ten to the power symbol
minus symbol
plus symbol
quote symbol
escape symbol
open bracket symbol
close bracket symbol
.
e 10
```

closebracket symbol
9.2.1. Text denotaitons
text denotation:
quote symbol, item sequence, quote symbol.
item sequence:
item, item sequence;
empty.
item:
any character other than that representing newline token escape symbol or quote symbol;
newline representation;
quote representation;
escape representation.

The last production will not be made more formal. To avoid a multiplicity of conventions, newline representation will be ${ }^{*} n$, quote representation will be *' and escape representation will be **.

The vaiue of a text denotation is the sequence of cnaracters obtainec by replacing the newline, quote and escape representations by the appropriate snaracters.

Using tine representations siver above, the foilo:ing are text oenotations.

```
'This is Text'
'Everything*'s been said'
'*'Gil worcis are pegs to hang ideas on.*'*n(H.W.Beecher)'
```
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Note tha：it is not pussible for a text denotation to exteric over more trizn one $\dot{\text { ミ゙ne．}}$

Inteiers are aejutu＇z Ly a seruence of digits in the normen scane of－̈．－Where are no ce：oさations zor néstive intece：s．

J．z．z．そezi derotations

The denotalior must contain eitnen a point symbol or a times ten to the power symbol，or botn；a point symbol musi aiways De Foilured by a digit．lne integs exponent followiris the times ten to the power symbol may be preceder by a plus symbol or a minus symbol if required．Thus the foilowing are equivalent real denotations．

$$
\begin{aligned}
& 5.7 \\
& 57_{10-1} \\
& .5710+1 \\
& 0.57101
\end{aligned}
$$

9．2．4．Names

A name consists oï a letter followed by a（possibly empty） sequerice of letters，digits，spaces and any other symbols a represe：tation cas allow without introducing aridiguity．fThus the mirius tuken couja not $e$ ussa，but $r$ \＆riglit de allowable， dejendi－j on the representarion oi the torers．）

Iw ：ames anc iuentioat ij they differ oniy in that ane name con－air：mu＿tipie spaces miere the other dontains a sinje space．


```
ちneta
Start Coiumn
ine frinter
```

9.2.5. tames yitin rryuments

A name with a rguments consists of a name together wich zero or more arguments, where

## aryument:

open bracket symbol, expression, close bracket symbol.
Tine aryuments may precede, intersperse or succeed the characters of tne name. Examirles:

Line from [start Column] to [End Column]
[a] minus [b]
tun [tietaj
This one haperis to have no arguments
Ackermann[3][2]
The argument list of a name with arguments is the list of the expressions taken in order.

### 9.3. Comments and Continuations

The syntax does not explicitly permit comments. This is not meart to discourage their use, but reflects the view that the commentary on a program is not itself part of that proeram.

Since the newline token is both part of the syntax and the only means whereby a newline may be started, a means of breaking inconvenientiy lonb lines is provided.

The foliowing conventions are recommended for corment and layout; they do not apply inside denotations. The symbils used are:

| symbol | represertation |
| :--- | :---: |
| start comment symbol |  |
| end comment symbol |  |
| continuation symbol | $\ldots$ |

(i) The start comment symbol, the matching end comment symbol aric aii the symocls between them are equivalent to a siace. Ey "matching" we intend to allow nested comments.
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(ii) Multiple spaces are eçuivalent to a single space.
(iii) where a newline token is immediately followed by a symbol which is not a space, that newline token and all succeeding symbols up to and including the next newline token are equivalent to a newline token.
(iv) Multiple newline tokens are equivalent to a single newline token.
(v) A newline token preceded by the continuation symbol is equivalent to a single space.
\{Note that it is possible for more than one character to represen: "space", e.g. in a particular representation "horizorital tab" may be considered as a space.f
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| :---: | :---: | :---: |
| additive formula | 57.2.: | p35 |
| argument declaration | g 4.1 | p17 |
| argument declarations option | ciu. 1 | D-7 |
| argument list | 69.2.5 | p53 |
| array bound | §5.1.: | p19 |
| array expression | 37.7. | P39 |
| array indicator | 35.1. ${ }^{\text {5 }}$ | p19 |
| assignment | 56.5.2 | p31 |
| base type indicator | \$5.-. 1 | -15 |
| binary formula | \$7.2.1 | P35 |
| block | 53.1 .1 | D12 |
| block body | ¢3.1.1 | p $=7$ |
| block end | 53.1.1 | p12 |
| block head | 53.1.? | p12 |
| block tist | §2.3.2 | p11 |
| block tail | §3.1.1 | 212 |
| blocklet | 53.2.1 | 215 |
| blocklet body | §3.2.1 | p15 |
| blocklet name | §3.2.1 | p15 |
| blocklets ootion | §3.\%.1 | $9: 5$ |
| boolean | 55,4.1 | F23 |
| chaoe | 58.5.3 | p46 |
| choice command | 55.3.i | 22 |
| command | 55, 2 | F 22 |
| command chain | 53.2.1 | F15 |
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| declaration | 55, 2. 2 | 15 |
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| defined (reiators) | §5.4.4.2 | p25 |
| defined (inari operators; | ¢7.1. ${ }^{\text {¢ }}$ | P34 |
| denotation | 97.4.1 | P39 |
| diait | 59.1 | p50 |
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| dummy command | 56.1.3 | P27 |
| empty | 51.2.3 | p8 |
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| fail command | 56.2 .1 | P27 |
| failure clause | 65.5.1 | P25 |
| formal block name | ¢ 3.2 .1 | 2 |
| giobal tiet | 92.3.1 | p10 |
| guard | 35.4 .1 | ¢: |
| guarded command | 35.3 .1 | - |
| guarded command chain | §5.3.1 | P22 |


| identical | 59.2.4 | P52 |
| :---: | :---: | :---: |
| invariable declaration | 55.1 .1 | P19 |
| invariabie list | 55.1 .2 .1 | 220 |
| invariable name | 55.1.2.1 | P20 |
| invocation | §6.3.1 | 228 |
| invocation with results | §6.3.́ | P28 |
| invocation without results | 56.3 .1 | P2B |
| invoked block | 56.3.2 | [28 |
| joined expression list | \$7.4.1 | 239 |
| joined name list | 53.1 .1 | P12 |
| letter | 59.1 | p50 |
| lexeme | 51.2 .2 | p6 |
| local list | 53.1 .2 .1 | p12 |
| match | 52.3 .2 | p11 |
| multiplicative formula | 57.2.1 | p36 |
| name list | 53.1.2.2 | P13 |
| operand | 57.1 .2 | P33 |
| parameter declaration | 54.1 | P17 |
| parameter list | \$4.2 | p17 |
| parenthesised expression | 57.4.1 | p39 |
| parenthesised guard | 55.4 .1 | P23 |
| primary | 57.4 .1 | P33 |
| program | 52.1 | P10 |
| program body | §2.1 | P10 |
| program element | § 2.1 | 210 |
| proyram statement | \$2.1 | P10 |
| relational expression | \$5.4.: | P23 |
| relator | §5.4.1 | p23 |
| result declaration | \$4.1 | P17 |
| result list | 64.2 | P17 |
| result list option | §3.1.1 | P12 |
| scope (global) | 52.3.4 | p11 |
| scope (local) | §3.1.2.6 | p13 |
| scope (of block) | \%2.3.5 | F11 |
| scope (of blockiet) | 53.2 .2 | p15 |
| simple command | \$6.9 | P27 |
| simple command chain | §5.3.1 | ${ }_{\mathrm{P}} \mathbf{2} 2$ |
| statement | 55.0 | p19 |
| subrange indicator | 55.1.1 | p19 |
| substitution | 96.4.1 | p30 |
| success and failure clauses | §5.5.1 | P25 |
| success clause | \$5.5.1 | P25 |
| sijmbola | 59.0 | P50 |
| ternary forinula | 57.3.1 | P38 |
| tested invocation | §5.5.1 | p25 |
| token | 51.2 .1 | P5 |
| type indicator | §5.1.1 | p19 |
| types | 55.1 .4 .3 | P21 |
| unary formula | 57.1.1 | F33 |
| unary operator | 57.1 .1 | P33 |
| usage list | 53.1 .2 .2 | P15 |
| usage list option | \$3.1.1 | Fiz |
| variable declaration | 55.1 .1 | F13 |
| variabte tist | 55.1.2.1 | P20 |
| variabie name | 35.1.2.1 | P20 |


[^0]:    + The Design Office Consortium is an association supported by the Departments of Environment and Industry, and aims to encourage the use of computers ir the Euilding Industry.

[^1]:    $+_{\infty} i^{*}{ }_{n}$ denotes the Catenation (or Kleene) Closure of the set $C$, i.e. $\bigcup_{n=0}^{\infty} C^{n}$. See [9]. Thus Char* includes ali finite sequences (of lengtin zero or more) of characters.

[^2]:    + At least, it cannot be done without introducing a lot more notation, which is less desirable than the use of the eliipsis. This is because the recursive rule we wish to unravel defines a guarded command chain as a succession of guarded commands and guarded command chains, and these syntactic entities have no semantics. It is not possible to split of $\bar{f}$ one of the guarded commands and describe the semantics of a guarded command chain in terms of the two farts pius formed En doing so we irrevocably lose the non-determinism of the choice command.

