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Abstract

In this paper, we compare various formalisms that
have been recently introduced or used for distrib-
uted reasoning, ontology integration, and related
topics; in particular, we focus onE-connections,
Distributed Description Logics, and Package-based
Description Logics. We then establish the relation-
ship between these formalisms and various non-
standard reasoning services that have been recently
proposed for assisting the modeler in ontology inte-
gration and knowledge reuse tasks, such as locality
of an ontology and conservative extensions.

1 Introduction
The design and integration of ontologies formulated in mod-
ern ontology languages, such as OWL, is a serious challenge.
In particular,modularity is a key requirement for many as-
pects of ontology design, maintenance and integration. Mod-
ular representations are easier to understand, reason with, de-
bug, extend and reuse.

In contrast to other disciplines such as software engineer-
ing, in which modularity is a well established notion, the
problem of formally characterising a modular representation
for ontologies is not yet well-understood.

Achieving a reasonable notion of modularity for ontologies
is crucial for assisting the ontology designer in numerous key
tasks:

• Collaborative ontology development.Very large ontolo-
gies, such as SNOMED and the NCI Thesaurus, are not
created and maintained by a single person. The devel-
opment of these ontologies generally involves a team of
experts, which often need to communicate and reconcile
their changes. In order to minimise the interaction be-
tween modelers and facilitate maintenance, the changes
performed by a modeler should not have an impact in
other parts of the ontology under the control of other
modelers.

• Partial knowledge reuse.For large ontologies, it is cru-
cial that there are extractable parts that can be reused
outside the context of the original ontology. Those frag-
ments should not be arbitrary in the sense that they

should preserve key aspects of their meaning in the orig-
inal ontology.

• Controlled Ontology Integration.In applications involv-
ing multiple ontologies, these ontologies are often not
completely independent. The most straightforward way
to integrate a set of ontologies is to simply take the union
of their axioms. A more sophisticated integration typi-
cally involves the establishment of mappings that glue
the ontologies together by relating the meaning of dif-
ferent symbols in the different ontologies. In any case,
the relationship between the semantics of the combi-
nation and their parts should be controlled and well-
understood.

• Efficient modular reasoning.Although modern reason-
ers perform well in realistic ontologies, reasoning with
large ontologies is often still hard in practice. Even if the
ontology under consideration can be processed, it may
still be the case that the processing time involved is too
high for ontology engineering applications, which may
require a fast response under changes in the ontology. A
good decomposition of a large ontology into modules
may be crucial to select the part of the ontology that
is sufficient to answer a query, or that is affected by a
change in the ontology.

In the last few years, an increasing body of work has de-
veloped in the direction of establishing a plausible notion
of modularity for ontologies in order to assist the ontology
engineer in performing these tasks. We distinguish two ap-
proaches in the literature:

1. the design offormalismsthat provide control over the
interaction between the modules,[Borgida and Serafini,
2003; Kutzet al., 2004; Baoet al., 2006c; Cuenca-Grau
et al., 2006b], and

2. the design of specialised non-standardreasoning ser-
vices[Cuenca-Grauet al., 2006c; Ghilardiet al., 2006;
Cuenca-Grauet al., 2006a; Lutzet al., 2007; Cuenca-
Grauet al., 2007].

In the former approach, a module is represented as a compo-
nent of a global setting (with a ‘local’ language and a ‘local’
semantics). The formalism then provides new syntax, with its
corresponding semantics, to model the interaction between
the modules. In this paper, we refer to these languages as



Modular Ontology Languages(or MOL for short) and focus,
in particular, on the relationship between three formalisms:

• E-Connections[Kutz et al., 2004; Cuenca-Grauet al.,
2006b]

• Distributed Description Logics (DDL)[Borgida and Ser-
afini, 2003]

• Package-based Description Logics (P-DL)[Bao et al.,
2006c; 2006b]

A rather different approach for supporting the tasks men-
tioned above is to establish a set of non-standard reasoning
services defined over the ontologiesT1, . . . ,Tn under consid-
eration or over the unionT = T1 ∪ . . . ∪ Tn of their axioms.
The aim of these services is to test different aspects of the re-
lationship between the semantics of the union ontologyT and
the semantics of their componentsTi. This approach does not
assume the existence of a combination language with a spe-
cialised semantics, but may require the development of new
reasoning algorithms for the new services.

Our contributions in this paper are as follows. Firstly,
we investigate the relationship betweenE-connections, DDL
and P-DL, by comparing their expressive power and com-
putational properties. Secondly, we consider two recently
proposed non-standard reasoning services, namelylocality
[Cuenca-Grauet al., 2006c] of a TBox, andconservative
extensions[Lutz et al., 2007] in the context of ontologies,
and we establish the relationship betweenE-connections and
DDL with these reasoning services.

The proofs of all new results presented in this paper can
be found in an accompanying technical report[Cuenca-Grau
and Kutz, 2006].

We begin by definingE-connections. In this paper, we
will consider two semantics forE-connections, namely the
semantics proposed in[Kutz et al., 2004] and the seman-
tics proposed in[Cuenca-Grauet al., 2006b]. Given anE-
connection, the latter semantics assume that the interpreta-
tion domains of its different components are pair-wise dis-
joint, whereas the former semantics do not enforce this con-
dition. In what follows, we show that both semantics are in-
deed equivalent; then, we give a reduction ofE-connection
reasoning to reasoning in a single DL and, finally, we briefly
study the expressivity ofE-connections.

2 E-connections of DLs
E-connections were originally conceived as a versatile and
well-behaved technique for combining logics[Kutz et al.,
2004; Kutz, 2004], but have been quickly adopted as a frame-
work for the integration of ontologies and modular reason-
ing in the Semantic Web[Cuenca-Grauet al., 2006b]. The
general idea behind this combination method is that the in-
terpretation domains of the connected logics are interpreted
by disjoint vocabulary and interconnected by means oflink
relations. The language of theE-connection is then the union
of the original languages enriched with operators capable of
talking about the link relations.

The most important feature ofE-connections is that, just
as DLs themselves, they offer an appealing compromise be-
tween expressive power and computational complexity: al-

though powerful enough to express many interesting con-
cepts, the coupling between the combined logics is suffi-
ciently loose for proving general results about the transfer of
decidability. Such transfer results state that if the connected
logics are decidable, then their connection will also be decid-
able. In this paper, we defineE-connections of DLs only.1

Let S1 andS2 be two DLs that are to be connected.2 We
assume that thelanguagesL1 andL2, i.e., the concept, role,
and object names ofS1 andS2, are pairwise disjoint. To form
a connection, fix a non-empty setE = {Ej | j ∈ J} of
binary relation symbols. The set ofconceptsof the basic
E-connection languagefor CE(S1, S2) is partitioned into a
set of1-concepts and a set of2-concepts. Intuitively,i-con-
cepts are the concepts ofLi enriched with new concept con-
structors for talking about link relations. We often refer to an
E-connectionCE(S1, S2) simply asCE once theSi have been
fixed. In the following, we set1 = 2 and2 = 1 and denote
by |A| the cardinality of a setA.
Definition 1 The sets of 1-conceptsand 2-conceptsof
CE(S1, S2) are defined by simultaneous induction: for i ∈
{1, 2},
(1) every concept name of Li is an i-concept;
(2) the set of i-concepts is closed under ¬, ∧, and the concept

constructors of Li;

(3) if C is an i-concept, then the expression 〈Ej〉i C is an
i-concept, for every j ∈ J .

The set of i-concepts of CE is denoted by Coni(CE), i = 1, 2.
The set of concepts of CE is Con1(CE) ∪ Con2(CE). The
concept assertions of CE are of the form C1 v C2, where
C1, C2 ∈ Coni(CE), i ∈ {1, 2}. The object assertions of CE

are of the form aEjb, where a is a 1-object, b is a 2-object,
and Ej ∈ E. A knowledge base is a triple Γ = 〈Γ1,Γ2,Γo〉,
where Γi, i = 1, 2, are finite sets of i-concept assertions, and
Γo is a finite set of object assertions.

If |E| ∈ N, we say thatCE(S1, S2) is finitely linked . If
|E| = 1, we say thatC is unarily linked .

A strictly weaker language, closer in spirit to DDLs, is de-
fined as follows. The language ofone-wayE-connections for
anE-connectionCE(S1, S2) is defined by assuming that

E = E1∪E2, with E1 = {E12
i | i ∈ I1},E2 = {E21

j | j ∈ I2}
and by replacing item (3) of Definition 1 by

1The generality of the transfer results forE-connections obtained
in [Kutz et al., 2004; Kutz, 2004] is due to the fact thatE-connec-
tions are defined and investigated using the framework of so-called
abstract description systems(ADSs), a common generalisation of
description logics, modal logics, logics of time and space, and many
other logical formalisms[Baaderet al., 2002]. Thus, we can connect
not only DLs with DLs, but also, say, description logics with spatial
logics. A natural interpretation of link relations in this context would
then be, for instance, to describe the spatial extension of abstract
(DL) objects. Moreover, several extensions to the basicE-connec-
tion language have been studied in[Kutz et al., 2004], including
Booleans on links, number restrictions on links, link operators on
object names, and first-order link constraints.

2In general,E-connections can connectn ADSs for anyn ∈ N,
and all the formulated results apply to then-dimensional case as
well [Kutz et al., 2004].



(3.1) if C is a 2-concept andi ∈ I1, then the expression〈
E12

i

〉
C is a1-concept.

(3.2) if D is a 1-concept andj ∈ I2, then the expression〈
E21

j

〉
D is a2-concept.

A one-wayE-connection isfinitely linked if |I1|, |I2| ∈ N,
andunarily linked if |I1| = |I2| = 1.

As expected, a model for theE-connectionCE(S1, S2) con-
sists of a model forS1, a model forS2, and an interpretation
of the link relations.
Definition 2 [E-connection Semantics]A structure

M =
〈
W1,W2,E

M = (EM
j )j∈J)

〉
,

where Wi = (Wi, .
Wi) is an interpretation of Si for i ∈

{1, 2} and EM
j ⊆ W1 × W2 for each j ∈ J , is called an

interpretation for CE(S1, S2). The extension CM ⊆ Wi
of an i-concept C is defined by simultaneous induction. For
concept names C of Li, we put CM = CWi ; the inductive
steps for the Booleans and function symbols of Li are stan-
dard; finally,

(〈Ej〉1 C)M = {x ∈ W1 | ∃y ∈ CM (x, y) ∈ EM
j },

(〈Ej〉2 D)M = {x ∈ W2 | ∃y ∈ DM (y, x) ∈ EM
j }.

For object assertions we have

M |= aEjb ⇐⇒ (aW1 , bW2) ∈ EM
j .

The notion of truth in an interpretation M, satisfiability, and
entailment, can now be reduced to the standard notions for
the component DLs in the obvious way.

In the literature, two different semantics forE-connections
have been proposed: the semantics used in[Cuenca-Grauet
al., 2006b] require the interpretation domain of the different
components of anE-connection to be disjoint, whereas the
originalE-connections semantics, as proposed in[Kutz et al.,
2004], does not make this assumption. We now show that
these semantics are equivalent and, thus, the requirement of
disjoint domains is not essential. What is essential, however,
is the disjointness of theconcept languagesof the component
logics.

To make this obvious, let us define the two variants of se-
mantics ofE-connections. Call the semantics introduced in
Definition 2free-floatingE-connection semantics, and define
separatedE-connection semantics by requiring additionally
W1 ∩W2 = ∅.
Proposition 3 An assertion is satisfiable w.r.t. separated
E-connection semantics if and only if it is satisfiable w.r.t.
free-floating E-connection semantics.

We next show how reasoning in one-wayE-connections
can be reduced to standard reasoning in a single DL, and also
show howE-connection semantics can be axiomatised within
a DL Tbox.

2.1 Reduction of one-wayE-Connections to DL
Reasoning with one-wayE-connections of sufficiently ex-
pressive DLs can be reduced without loss of expressivity to
reasoning in one component DL.3

3A similar reduction has been carried out for DDL reasoning in
[Borgida and Serafini, 2003].

Let CE(S1, S2) be anE-connection based on disjointALC
signaturesSig(S1) andSig(S2). Let>1 and>2 be twonew
concept names, not appearing inSig(S1) ∪ Sig(S2). Fur-
ther, letS3 be theALC DL built from symbols inSig(S1) ∪
Sig(S2) ∪ E ∪ {>1,>2}, where the elements ofE are treated
as role names ofS3. Denote byCon(S3) the set of (complex)
concepts that can be constructed fromSig(S3),4 and define a
translation.] : Con(CE) −→ Con(S3), i = 1, 2, as follows:

(Ai)] := Ai , Ai concept name ofSig(Si)

(C uD)] := C] uD] , C,D ∈ Coni(CE)

(¬C)] := >i u ¬C] , C ∈ Coni(CE)

(∃R.C)] := ∃R.C] , ∃R.C ∈ Coni(CE)

(
〈
E12

i

〉
C)] := ∃E12

i .C] , E12
i ∈ E1, C ∈ Con2(CE)

(
〈
E21

j

〉
D)] := ∃E21

j .D] , E21
j ∈ E2, D ∈ Con1(CE)

Note that this translation does not require>1 u >2 v ⊥.
Moreover, the same translation with minor modifications can
be carried out for basicE-connections, but the target DL
needs additionally inverse roles.

Given anE-connection knowledge baseΓ = 〈Γ1,Γ2,Γo〉,
we can encode the structure ofE-connection models in an
ALC Tbox as follows. Fori = 1, 2, Ri, Ai ∈ Sig(Γi), E12

j ∈
E1, andE21

k ∈ E2, defineΓCE as the union of

dom(E12
i ) v >1 , range(E12

i ) v >2

dom(E21
j ) v >2 , range(E21

j ) v >1

dom(Ri) v >i , range(Ri) v >i

Ai v >i

where, e.g.,dom(Ri) v >i is short for∃Ri.> v >i and
range(Ri) v >i is short for> v ∀Ri.>i.

Define the classMΓ of bridged S3-models forΓ by select-
ing all modelsI of S3 such thatI |= ΓCE . It should be clear
that the class of models ofCE(S1, S2) for Sig(Γ) and the class
MΓ of bridgedALC-models forΓ are isomorphic.

Given a knowledge baseΓ for CE, extend the translation.]

to object and concept assertions as follows

(aEjb)] := aEjb

(C v D)] := C] v D]

We now easily obtain:

Proposition 4 For any E-connection knowledge base Γ, any
bridged S3-model I ∈ MΓ, and every CE-assertion φ:

I |= φ ⇐⇒ I |= φ].

Moreover, to translate anE-connection knowledge baseΓ
together with its specialised semantics, we can set

ΓALC := Γ]
1 ∪ Γ]

2 ∪ Γ]
o ∪ ΓCE

to obtain
4Note that there are no restrictions assumed on the usage of sym-

bols inSig(S1)∪Sig(S2)∪E∪{>1,>2} to build complex concept
of S3.



Proposition 5 Γ is satisfiable w.r.t. free-floating E-connec-
tion semantics if and only if ΓALC is satisfiable w.r.t. ALC
semantics.

Thus,ALC is at least as expressive as one-wayE-connec-
tions. Moreover, the syntactic fragment ofALC defined by
.] is expressively complete over bridged models for one-way
E-connections based onALC components.

These simple reductions are not possible, however, if more
expressiveE-connections are considered, for instance when
using Booleans on links, or link constraints. In the next sec-
tion, we give some concrete examples of the expressive limi-
tations of basicE-connections.

2.2 Expressivity ofE-Connections
It is sometimes claimed that one MOLL1 is more expressive
than some other MOLL2. However, these claims are more
often supported by reference to ‘intuitive’ arguments than by
formal proofs. First, in order to compare the expressivity of
two languages, they need to be interpreted in the same mod-
els, or in classes of models that are ‘sufficiently similar’.

We first study the expressivity ofE-connections, and later
compare it to DDLs.

Given that the basicE-connection of any finite number of
decidable DLs (expressible as ADSs) is decidable as well, it
is clear that the interaction between the components has to
be rather limited. Yet, it is not obvious what exactly can and
what cannot be expressed in the combined language.

Suppose we construct a knowledge base containing infor-
mation about relationships between people, companies, coun-
tries in the EU, etc., and suppose this KB is based on an
E-connectionCE(SHIQ,ALCO). We useSHIQ to represent
knowledge about people etc.,ALCO to talk about countries,
and use link relations being interpreted as, e.g., ‘has citizen-
ship in’.

Suppose we want to extend such a knowledge base with the
following information:5

1. ‘Children have the citizenship of their parents’;

2. ‘If a company cooperates with another company then the
countries from which they operate have diplomatic rela-
tions’.

Assume we have link relationsC for ‘having citizenship in’
and O for ‘operating from’, as well as roleshas child and
cooperate of SHIQ, and a rolediplomatic of ALCO. Then
these constraints can easily be expressed in the language of
first-order logic, compare Figure 1, as:

(†) ∀x∀y∀z
(
(x has child y ∧ xC z) → y C z)

)
;

(‡) ∀x∀y∀x′∀y′
(
(x cooperate y ∧ xO x′ ∧ y O y′) →

x′ diplomatic y′
)
.

Unfortunately, theE-connectionCE(SHIQ],ALCO]) is
not expressive enough to enforce these conditions. To make
this precise, we will work with the following definition of

5These constraints are obviously not true generally. For instance,
(1) is false according to US law, but true according to German law.
Nevertheless, they can serve as prescriptions or regulations, e.g., of
the new EU constitution.

Constraint (2)

y′

z

O

O
x′

C
x

yy

x

C
has child cooperate diplomatic

Constraint (1)

Figure 1: Undefinable Properties

definability in E-connections, where byproperty we shall
mean any condition specified in theE-connections analogue
of a first-order correspondence language, compare[Kutz,
2004].

Definition 6 [Definability in E-Connections] Let C be an
E-connection. A property P of models of C is called defin-
able in C if there exists a finite set Γ of assertions of C such
that, for all models M of C, the following holds:

M has P ⇐⇒ M |= Γ.

As is well known, undefinability results in modal logic—
such as the undefinability of the irreflexivity of a Kripke
frame—are usually gained by the concept ofbisimulation.
Similarly, the undefinability of properties(†) and(‡) in ba-
sicE-connections can be shown by first lifting the concept of
bisimulation to cover DLs, and then by generalising bisimu-
lations toE-connections.

Theorem 7 [Undefinability] (†) and (‡) are not definable in
basic E-connections.

However, this lack of expressivity is overcome byE-con-
nections that allow for so calledlink constraints. Clearly, we
can simply add these kinds of constraints as newprimitiveas-
sertions toE-connections, obtaining various ways of increas-
ing the expressive power ofE-connections. Thus, it is an in-
teresting question to find out what kinds of first-order con-
straints are ‘harmless’ from the computational point of view.

A general investigation of this question seems to be rather
complex. However, the constraints of the form above have
the same structure in the sense that they enforce a newE-link
between the models under certain conditions. In description
logics, constraints of this form do not harm the transfer of
decidability, compare[Kutz et al., 2004].

We now introduce (basic) DDLs, reduce reasoning in
DDLs to one-wayE-connections, and show that basic DDLs
are strictly less expressive than a very weak fragment of basic
E-connections that we call negation-free unarily linked one-
wayE-connections.

3 Distributed Description Logics (DDL)
Distributed description logics (DDLs) were originally pro-
posed by Borgida and Serafini[Borgida and Serafini, 2002],
and further studied in[Borgida and Serafini, 2003].

We start with a brief, but self-contained, description of the
DDL formalism. Suppose that2 description logicsS1 andS2

are given. A pairD = (S1, S2) is then called adistributed
description logic (DDL). We use subscripts to indicate that



some conceptCi belongs to the language of the description
logic Si. Two types of assertions—bridge rules and individ-
ual correspondence—are used to establish interconnections
between the components of a DDL.
Definition 8 [Bridge Rules] Let Ci and Cj be concepts from
Si and Sj (i 6= j), respectively. A bridge rule is an expres-
sion of the form

Ci
v−→ Cj (into rule)

or of the form
Ci

w−→ Cj . (onto rule)
Let ai be an object name of Si and bj , b1

j , . . . , b
n
j object names

of Sj . A partial individual correspondence is an expression
of the form

ai 7→ bj . (PIC)
A complete individual correspondence is an expression of
the form

ai
=7→ {b1

j , . . . , b
n
j }. (CIC)

A distributed TBox T consists of TBoxes Ti of Si together
with a set of bridge rules. A distributed ABox A consists of
ABoxes Ai of Si together with a set of partial and complete
individual correspondences. A distributed knowledge base
is a pair (T,A).
The semantics of distributed knowledge bases is defined as
follows.
Definition 9 [Semantics of DDL] A distributed interpre-
tation I of a distributed knowledge base (T,A) as above is
a pair ({Ii}i≤n,R), where each Ii is a model for the corre-
sponding Si and R is a function associating with every pair
(i, j), i 6= j, a binary relation rij ⊆ Wi × Wj between the
domains Wi and Wj of Ii and Ij , respectively. Given a point
u ∈ Wi and a subset U ⊆ Wi, we set

rij(u) = {v ∈ Wj | (u, v) ∈ rij}, rij(U) =
⋃

u∈U

rij(u).

The truth-relation is standard for formulae of the component
DLs. For bridge rules and individual correspondences it is
defined as follows:

I |= Ci
v−→ Cj iff rij(CI

i ) ⊆ CI
j

I |= Ci
w−→ Cj iff rij(CI

i ) ⊇ CI
j

I |= ai 7→ bj iff bI
j ∈ rij(aI

i )

I |= ai
=7→ {b1

j , . . . , b
n
j } iff rij(aI

i ) = {(b1
j )

I, . . . , (bn
j )I}

As usual, T |= C v D means that for every distributed
interpretation I, if I |= ϕ for all ϕ ∈ T, then I |= C v
D. The same definition applies to ABoxes A and individual
assertions.

It is of interest to note that, unlikeE-connections, DDLs do
not provide new concept-formation operators to link the com-
ponents of the DDL: both bridge rules and individual corre-
spondences are assertions, and so atoms of knowledge bases,
but not part of the concept language.

The satisfiability problem for distributed knowledge bases
without complete individual correspondences (CIC) is easily
reduced to the satisfiability problem for unarily linked one-
wayE-connections.6

6The n-ary case is treated in[Kutz, 2004].

3.1 Reduction of DDLs to one-wayE-Connections
Fix a DDL D = (S1, S2) and associate with it theE-connec-
tion DE = CE(S1, S2), whereE = {E12, E21} consists of 2
binary relations. This is a unarily linked one-wayE-connec-
tion.

Definition 10 [Translation] Suppose that K = (T,A) is
a distributed knowledge base for D = (S1, S2)i≤n without
complete individual correspondences. We define a transla-
tion .? from D-assertions to DE-assertions as follows: if ϕ
is neither a bridge rule nor an individual correspondence then
put ϕ? = ϕ; otherwise

(Ci
v−→ Cj)? =

〈
Eij

〉
C?

i v C?
j ;

(Ci
w−→ Cj)? =

〈
Eij

〉
C?

i w C?
j ;

(ai 7→ aj)? = aiEijaj .

Finally, we put T? = {ϕ? | ϕ ∈ T}, A? = {ϕ? | ϕ ∈ A} and
K? = T? ∪ A?.

Note that we only need simple link assertions to translate
partial individual correspondences: no application of link op-
erators to object names is required. The theorem below fol-
lows now easily from the definition of the translation·?:

Theorem 11 [Reduction] A distributed knowledge base K
for a DDL D without CICs is satisfiable if and only if K? is
satisfiable in a model of the one-way E-connection DE.

As a corollary, the satisfiability problem for DDLs(S1, S2)
without complete individual correspondences is decidable
whenever the satisfiability problem for ABoxes relative to
TBoxes is decidable for each of theSi. Unfortunately, com-
plete individual correspondences cannot be translated into ba-
sic E-connections, and, in fact, decidability transfer does not
hold for arbitrary distributed description logics with knowl-
edge bases including complete individual correspondences.
However, it does hold when the component DLs satisfy a con-
dition callednumber tolerance, which holds, for instance, if
all DLs are fragments ofSHOIQ without nominals. These
results are shown in[Kutz et al., 2004].

3.2 Expressivity of DDLs
The reduction ofE-connections of DLs and DDLs to one of
the component DLs shows that these formalism do not add
extra expressive power as compared to the most expressive
component DL.7 However, they impose a syntactic discipline
on the use of link relations. InE-connections, link relations
can be used to build new complex concepts, while in DDLs
they are exclusively used in bridge rules. We here study
the effects of enriching the concept language as opposed to
adding bridge rules as in DDL. We do this by looking at the
simplest problem, the definability problem on link relations
only.

Definition 12 Let X be a distributed knowledge base (T,A)
of DDL D = (S1, S2), or a knowledge base Γ of an E-connec-
tion CE(S1, S2), sharing the link relations in E = (Ej)j∈J .
Let φ be a first-order formula in the language (Ej)j∈J . We
say that X defines φ if EM |= φ for all M |= X.

7As long as the target DL supports the translations.] and.?.



Note that universal link operators of the form[Eij ]C :=
¬ 〈Eij〉 ¬C are not available via bridge rules. In fact, not
even negation on bridge rules is introduced in[Borgida and
Serafini, 2003]. To bring DDLs andE-connections even
closer together, let us introduce thenegation-freefragment of
unarily linked one-wayE-connections by disallowing nega-
tion to be used on the primitive existential link operators.

The following gives an example of a simple property of
links that can be defined already in the negation-free fragment
of unarily linked one-wayE-connections.

Example 13 [Domain-Range Disjointness]Consider the
1-assertion φ of a one-way E-connection

φ := 〈E12〉 〈E21〉>1 v ⊥1.

We claim that φ defines the property

(dis1) ∀x∀y∀z.xE12y → ¬yE21z,

i.e., the range of E12 does not overlap the domain of E21:
range(E12) ∩ dom(E21) = ∅. To obtain only non-trivial
models, the link relations may be instantiated by adding link
assertions aE12c and bE21d.

Negation-free unarily-linked one-wayE-connections are
the simplest variant ofE-connections we can think of, and
are as close to DDLs as one can get. However:

Theorem 14 Negation-free unarily linked one-way E-con-
nections are strictly more expressive than basic DDLs.

We now turn our attention to P-DL. We show that P-DL
imports statements can be omitted from the syntax, and re-
duce the P-DL satisfiability problem to a non-standard rea-
soning problem calledS-compatibility.

4 Package-based Description Logics (P-DL)
We start with a brief, but self-contained, description of the
P-DL formalism. Suppose thatS is a description logic. A
TBox T expressed inS together with a distinguished subset
S of its signatureSig(T) constitute apackage. Intuitively, the
signatureS contains the symbols whose meaning is defined
‘within’ T, whereas the meaning of the remaining symbols in
Sig(T) is ‘borrowed’ from other packages. More precisely, a
package is formally defined as follows:

Definition 15 A package P = (Ho(P),T(P)) is given by a
TBox T(P) and a signature Ho(P) ⊆ Sig(T(P)). If a symbol
t is in Ho(P ), we say that P is the home package of t. If C
is a (possibly complex) concept such that C contains at least
one symbol in Ho(P), we say that C is a P-concept.

Suppose we want to integrate a set of packagesP1, . . . ,Pn,
expressed inS. Intuitively, each packagePi defines the mean-
ing of symbols ofHo(Pi) in T(Pi), and may ‘borrow’ the
meaning of other symbols inSig(T(Pi)) \ Ho(Pi) from the
remaining packagesPj , j 6= i. We shall assume that each
symbol occurring inP1, . . . ,Pn has a (single) home pack-
age. Hence, givenP1, . . . ,Pn and a symbols, there should
be no ambiguity in determining the home package ofs. This
intuition leads to the notion of apackage-based ontology. We
first defineimports statementsthat are used to ‘borrow’ the
meaning of symbols from foreign packages.

Definition 16 Given two packages Pi,Pj , i 6= j, and a sym-
bol s ∈ Ho(Pj), an import statement for Pi is an expression
of the form Pj

s→ Pi. We say that Pi imports s from Pj .
We are now ready to define a package-based ontology.

Definition 17 A pair O = (P, I) is a package-based ontol-
ogy (pb-ontology) if P = (Pi)i≤n is an n-tuple of packages
such that Ho(Pi) ∩ Ho(Pj) = ∅, for i 6= j and n ∈ N, and
I = {αk}k≤m is a finite set of import statements for pack-
ages from P. We say that O has width n.

The semantics ofpb-ontologies is as follows:

Definition 18 [Semantics] A (distributed) interpretation =
for a pb-ontology O = (P, I) of width n is a pair = =
((Ii)i≤n,R), where Ii = (∆Ii , ·Ii) is an interpretation for
Sig(T(Pi)) and R is a function associating with each pair
(i, j), i 6= j, a bijection rij ⊆ ∆Ii ×∆Ij defined on a subset
of ∆Ii , and such that, for all i, j, k, we have rij ◦ rjk = rik

and |dom(rjk)| = |range(rij)|.
An interpretation = satisfies the package Pi if Ii |= Ti,

and satisfies the import statement Pj
s→ Pi if rij(sIi) = sIj .

The interpretation = satisfies O if = satisfies every package
and every import statement in O. In this case, we say = is a
model of O, written = |= O. A pb-ontology O is satisfiable
if it has a model. A Pi-concept C is satisfiable w.r.t. O if there
is a model of O in which CIi 6= ∅.

Intuitively, the semantics assigns a ‘local’ model to each
package. When a packagePi imports a symbols in the
home signature of another packagePj , the local modelsIi, Ij

must agree on the meaning of the imported symbols. Such
an agreement is formally given by a bijectionrij from (a
subset of) the domain∆Ii onto (a subset of)∆Ij . Corre-
sponding elements in∆Ii and∆Ij are instances of the same
shared concepts and are connected by the (interpretation of)
the same shared roles. Moreover, by requiring that those bi-
jections compose, it is ensured that such an agreement can be
reached across several packages.

4.1 Imports-free P-DL
In this section, we provide a simpler, yet equivalent, formu-
lation of the P-DL formalism that we callimports-freeP-DL.
The goal of this simplification is, on the one hand, to remove
the imports statements from the syntax and, on the other hand,
to replace the bijectionsrij in the semantics by actual identi-
ties between objects in different local interpretations.

We start by noting that import statements are non-
directional:

Proposition 19 [Non-directionality] Let = be an interpreta-
tion for a pb-ontology O and Pi

s→ Pj an import statement.

= |= Pi
s→ Pj ⇐⇒ = |= Pj

s→ Pi

Based on this observation, define, for a givenpb-ontolo-
gy O = (P, I) of width n, the set of symbols that occur in
import statements inO as

Imp(O) := {s | Pi
s→ Pj ∈ I}.

Next, we note that, according to Definition 17, a symbol
s may occur in packagesPi andPj without being imported



by either. Intuitively,s behaves as a different name inPi

andPj in the sense that the interpretation ofs in Pi does not
influence its interpretation inPj , and vice-versa. We can for-
malise this observation by showing that P-DLs are invariant
under transformations that ‘rename’ the shared symbols that
do not belong to the imported signature.
Definition 20 Let S,S′ be disjoint signatures of the same
size. A substitution is a bijection s : S → S′. Given an
interpretation I = (∆I, ·I), we define Is = (∆Is

, ·Is

) as
follows: (1) ∆Is

= ∆I; (2) for every t /∈ S: tI
s

= tI; (3) for
every s ∈ S: s(s)Is

= sI.
The invariance result is provided by the following proposi-

tion, where we restrict our attention for simplicity and w.l.o.g.
to pb-ontologies of width2:
Proposition 21 [Substitution Invariance] Let O be a pb-on-
tology (〈P1,P2〉, I) of width 2 with Pi = (Ho(Pi),Ti), i =
1, 2. Let S = (Sig(T1) ∩ Sig(T2)) \ Imp(O), S′ a signature
disjoint with Sig(O) and |S| = |S′|, and let s : S → S′ be a
substitution. Then for every interpretation = = (〈I1, I2〉 ,R):

= |= O ⇐⇒ (〈I1, I
s
2〉 ,R) |= (〈P1,P

s
2〉 , I)

The proposition above implies that, without loss of gen-
erality, we can assume that for any pair of packagesPi,Pj

we haveSig(Ti) ∩ Sig(Tj) ⊆ Imp(O). Thus, the im-
ports statements can be already uniquely identified by the
the setImp(O) of an adequately pre-processed (but equiv-
alent)pb-ontology where non-imported symbols have been
renamed, and can hence be suppressed from the syntax.

Finally, we observe that the bijectionrij in the semantics
of P-DL can be equivalently represented by just copying iso-
morphically the relevant partial domain fromIj into Ii such
that the local models ‘agree’ on the shared symbols. Sim-
ply note that the imports statements just indicate which (two)
local interpretations should agree on the interpretation of a
given symbol, and these symbols occur in both packages in-
volved in the imports statement.

These observations lead to a simpler, yet equivalent, for-
mulation of P-DL:
Definition 22 An imports-free packaged-based ontology
(if-ontology) is a tuple O = (Ti)i≤n of TBoxes.

The semantics of imports-free P-DL is given as follows:
Definition 23 [Semantics] Let O = (Ti)i≤n be an if-ontol-
ogy. A (distributed) interpretation = for O is a tuple = =
(Ii)i≤n of interpretations Ii = (∆i, ·Ii) for Sig(Ti).

The interpretation = satisfies the TBox Ti iff Ii |= Ti, and
it satisfies O iff it satisfies T1, . . . ,Tn and for every symbol s
in Sig(Ti) ∩ Sig(Tj), for 1 ≤ i, j ≤ n, we have sIi = sIj . In
this case = is a model of O, written = |= O. An if-ontology
O is satisfiable iff it has a model.

The following proposition shows that both formalisms can
be seen as equivalent:
Proposition 24 Let O = 〈(Pi)i≤n, I〉 be a pb-ontology such
that Sig(Ti)∩Sig(Tj) ⊆ Imp(O), for i 6= j. Let O′ = (Ti)i≤n

be the if-ontology composed of the TBoxes Ti in Pi. Let
= = ((Ii)i≤n,R) be an interpretation for O and=′ = (Ii)i≤n

be the interpretation for O′ containing the same local models.
= |= O ⇐⇒ =′ |= O′

Consequently, in what follows and without loss of general-
ity, we will focus on imports-free P-DL.

4.2 From P-DL Satisfiability to TBox consistency
In this section, we present a new reasoning problem for de-
scription logics, that we callcompatibilityof a set of TBoxes
T1, . . . ,Tn w.r.t. a signatureS, or S-compatibility. We show
that the satisfiability problem for P-DL and theS-compat-
ibility problem are inter-reducible for any description logic
S. This result implies that, for any description logic, we can
simply focus, without loss of generality, on theS-compati-
bility problem. In the case of the description logicSHIQ, we
additionally show that theS-compatibility problem and the
standard TBox consistency problem are also inter-reducible.
Finally, in the case ofSHOIQ, we argue that this is not the
case, and hypothesise that theS-compatibility problem is in-
deed harder than the standard TBox consistency problem.

The S-Compatibility Problem
In this section, we define the compatibility problem for a set
T1, . . . ,Tn of TBoxes w.r.t. a signatureS. For simplicity in
the presentation and without loss of generality, we will re-
strict ourselves to the case in whichn = 2.

Intuitively, given the TBoxesT1,T2 expressed in a descrip-
tion logic S and a signatureS ⊆ Sig(T1) ∩ Sig(T2), we will
say that they areS-compatible if we can find an interpreta-
tion for the symbols inS that can beextendedto both a model
to T1 and a model ofT2 by interpreting the additional predi-
cates and possibly adding new elements to the interpretation
domain. Obviously, these models agree on the interpretation
of the symbols inS. We first define the notion of anexpansion
of an interpretation.

Definition 25 [Expansion] An S-interpretation I = (∆I, ·I)
is an expansion of an S′-interpretation I′ = (∆I′

, ·I′
) if

(1) S ⊇ S′, (2) ∆I ⊇ ∆I′
, and (3) sI = sI′

for every s ∈ S′.
Note that the interpretationI:

• coincides withI′ in the interpretation of symbols inS′,
• ‘freely’ interprets the symbols inS \ S′, and

• possibly expands the interpretation domain ofI′.

We are now ready to define the compatibility problem:

Definition 26 [S-compatibility ] Let T1,T2 be TBoxes ex-
pressed in a description logic S, and let S ⊆ Sig(T1) ∩
Sig(T2). We say that T1,T2 are S-compatible if there exists
an interpretation IS of the symbols in S that can be expanded
to a model I1 of T1 and to a model I2 of T2. In this case, we
say that I1, I2 are S-compatible models.

P-DL Satisfiability and S-Compatibility
The notion ofS-compatibility is especially relevant for un-
derstanding the nature of P-DL. In particular, the following
proposition shows that, for any description logicS, the sat-
isfiability problem for if-ontologies, and therefore also for
pb-ontologies, and theS-compatibility problem can be re-
duced to each other.

Proposition 27 [P-DL Reduction] Let O = 〈T1,T2〉 be an
if-ontology. Then O is satisfiable if and only if T1 and T2 are
S-compatible for S = Sig(T1) ∩ Sig(T2).



In what follows, we will restrict ourselves to investigating
theS-compatibility problem for various DLs.

S-Compatibility and TBox Consistency for SHIQ

Suppose ontologiesT1,T2 are expressed inSHIQ. The
following theorem shows that decidingS-compatibility of
T1,T2 is equivalent to deciding the (ordinary) ontology con-
sistency problem for the merged ontologyT = T1 ∪ T2.

Theorem 28 The SHIQ TBoxes T1,T2 are S-compatible, for
S = Sig(T1) ∩ Sig(T2), if and only if the TBox T = T1 ∪ T2

is consistent.
The following corollary immediately follows from Theo-

rem 28 and Proposition 27:

Corollary 29 For any SHIQ TBoxes T1,T2, the if-ontology
O = 〈T1,T2〉 is satisfiable if and only if the TBox T = T1∪T2

is consistent.
Corollary 29 contradicts the original intuition underlying

the semantics of P-DL. In fact, localised semantics as de-
scribed in[Bao et al., 2006c; 2006b] are not supported by
P-DL since the existence of aglobal model(i.e. a model
of the union of the packages) is indeed required. The corol-
lary also implies that, in order to reason about anif-ontology
O = 〈T1, . . . ,Tn〉, it suffices to perform standard DL reason-
ing over the ontologyT = T1 ∪ . . . ∪ Tn. No specialised
tableau algorithm, such as the one presented in[Bao et al.,
2006a] for ALC, is indeed required.

The S-compatibility Problem for SHOIQ

Contrary to the case ofSHIQ, the compatibility problem for
a tuple ofSHOIQ Tboxes is not reducible to the consistency
problem of the union of the TBoxes:

Proposition 30 There exist S-compatible SHOIQ TBoxes
T1,T2 for S = Sig(T1) ∩ Sig(T2) such that T = T1 ∪ T2 is
inconsistent.

For a proof, simply consider the following TBoxes:

T1 = {> v i t j}
T2 = {> v i}

and the signatureS = {i}. The TBoxT1 only has models
of cardinality 2, whereasT2 has only models of cardinality 1.
Obviously,T = T1 ∪ T2 is inconsistent. However,T1 andT2

are stillS-compatible.
Intuitively, the proof of Theorem 28 relies on the fact that,

for SHIQ, wheneverT1,T2 have a pair ofS-compatible mod-
els, then they also have a pair ofcountably infiniteS-compat-
ible models, which is no longer the case forSHOIQ. Obvi-
ously, if T1 ∪ T2 is consistent, thenT1,T2 areS-compatible;
however, as seen above, ifT1 ∪ T2 is inconsistent, it does not
necessarily mean thatT1,T2 arenotS-compatible.

This suggests thatS-compatibility for SHOIQ is harder
than TBox satisfiability, yet likely to be decidable.8 The in-
vestigation of the complexity of this problem is left for fu-
ture work. The reader familiar with P-DL will note that the
decidability of the consistency problem forpb-ontologies ex-
pressed inSHOIQ has been claimed in[Baoet al., 2006c] in

8We thank Prof Frank Wolter for valuable discussion about this
particular issue.

case that the different packages do not share nominals. The
decidability of the problem in case that nominals are shared,
as in our example, remains an open problem.

5 Modularity without Modular Languages
It is a common belief that the use of a modular ontology
language equipped with a non-standard semantics, such as
E-connections, DDL and P-DL, is crucial for establishing a
notion of modularity in ontologies. In this section, we argue
against this belief. In particular, we establish a set of rea-
soning services that can be used to formalise and solve the
tasks presented in Section 1, and we show that the satisfiabil-
ity problem in modular languages is closely related to these
reasoning services.

It should come as no surprise that the (standard) satisfiabil-
ity problem in a modular formalism (equipped with a non-
standard semantics) can be formulated in terms of a non-
standard reasoning service with standard semantics. In par-
ticular, we have shown in Section 4 that a quite compelling
and rather sophisticated modular semantics, such as the one
proposed in P-DL, can be equivalently captured by theS-
compatibility problem.

In this section, we first summarise the main intuitions un-
derlying the design of modular ontology languages. We then
show how these intuitions can be formalised as reasoning ser-
vices. Since the connection between P-DL and reasoning ser-
vices has already been established in Section 4, in what fol-
lows our discussion will be mainly focused onE-connections
and DDL.

5.1 Modular Ontology Languages in a Nutshell
In existing modular ontology languages, the signature of a
module is partitioned into a ‘local’ signature and an ‘external’
signature. The former contains the symbols whose meaning
is defined within the module; the latter contains the symbols
that are defined externally in other modules. The local sig-
nature is described using a local language and its meaning
is given by a local interpretation. The meaning of the exter-
nal symbols is brought into the local context using different
means, such as bridge rules (in the case of DDL), quantifi-
cation over link relations (in the case ofE-Connections), and
imports statements (in the case of P-DL). The semantics of
DDL, E-Connections and P-DL is tailored such that local and
external symbols are treated differently.

Perhaps, the most fundamental intuitions behind the design
of modular ontology formalisms are the following:

1. there should exist a notion oflocalisationof the knowl-
edge within a module in order to limit and control the
interaction with other modules. In particular, the seman-
tics of negation and the semantics of GCIs inE-connec-
tions, DDL and P-DL arescopedwithin the module in
which they are represented, and

2. the use of the external symbols shouldnot alter their
meaning in their original context, i.e., the meaning of the
external symbols is imported, but not changed. Thus, the
formalism should providecontrol over the logical con-
sequences concerning the external symbols.



Similar intuitions have been formalised as reasoning services
in a series of recent papers[Cuenca-Grauet al., 2007; Lutz
et al., 2007; Cuenca-Grauet al., 2006c; Ghilardiet al., 2006;
Cuenca-Grauet al., 2006a]. In [Cuenca-Grauet al., 2006c;
2006a], the idea of knowledge localisation is formalised us-
ing the notion oflocality of a TBox. Intuitively, a TBox is
local if its axioms do not ‘define’ the top concept> and,
thus, they do not constrain the meaning of ‘everything in
the world’. In [Ghilardi et al., 2006; Lutz et al., 2007;
Cuenca-Grauet al., 2006c], the notion of aconservative ex-
tensionis used to formalise ontology refinements, safe merg-
ings of ontologies, and extraction of modules. An ontology
T ∪ T′ is a conservative extension of an ontologyT′ w.r.t.
the external signatureS if every consequence ofT ∪ T′ for-
mulated inS is already a consequence ofT′. Thus, the merge
does not introduce new consequences concerning the external
symbols.

In what follows, we formulate these reasoning services and
investigate their relationship with the semantics and the satis-
fiability problem in modular ontology formalisms.

5.2 Locality
In this section, we introduce the notion oflocality of a TBox.
Local ontologies contain only GCIs with a limited ‘global’
effect and, in particular, do not fix the meaning of the uni-
versal concept>. For example, assume thatT1 is an ontol-
ogy about vehicles andT2 an ontology about people. Sup-
pose thatT1 contains the axiomα = (> v Vehicle)
and T2 contains the axiomβ = (¬Man v Woman). If
T1,T2 are merged intoT = T1 ∪ T2, the axiomα forces
every person to be a vehicle, whereasβ forces every ob-
ject that is not a man (such as a vehicle) to be a woman.
The ‘globality’ of a GCI can be assessed using the no-
tion of a domain expansion[Cuenca-Grauet al., 2006c;
2006a].
Definition 31 [Domain Expansion] Let I = (∆I, .I) and
J = (∆J, .J) be interpretations and ∇ a a non-empty set dis-
joint with ∆I. We say that J is the domain expansion of I
with ∇ if

∆J = ∆I ∪∇
AJ = AI for each concept name

RJ = RI for each role name
Intuitively, the interpretationJ is identical toI except for

the fact that it contains some additional elements in the in-
terpretation domain. These elements do not participate in the
interpretation of concepts or roles. The following question
naturally arises: ifI is a model ofT, is J also a model of
T? Local ontologies are precisely those whose models are
closed under domain expansions[Cuenca-Grauet al., 2006c;
2006a].
Definition 32 [Locality] Let T be a TBox. We say that T is
local if, for every I |= T and every set ∇ disjoint with ∆I,
the expansion J of I with ∇ is a model of T.

The obvious question is how locality relates to the seman-
tics of DDLs andE-connections. In what follows, we show
that theE-connections and DDL semanticsforceeach module
to be local;

Proposition 33 [Locality and E-connections] Let Γ be a
one-way E-connection in the language CE(ALC,ALC), then
the ALC knowledge base Γ] is local.

For simplicity, we have considered onlyALC, but it is not
hard to prove that this result also holds for basicE-connec-
tions of SHOIQ ontologies (of course, with the appropriate
translation function). In[Cuenca-Grauet al., 2006c], it is
shown that deciding locality ofSHOIQ ontologies can be de-
cided in polynomial time.

5.3 Conservative Extensions
One of the main reasons for using MOLs is to restrict the
interaction between the (local) models of the modules in order
to achieve a certain level ofcontrol over the consequences
that knowledge in one module may have over the entailments
in other modules.

A similar intuition has been recently formalised in the con-
text of ontologies using the notion of aconservative extension
[Ghilardiet al., 2006; Lutzet al., 2007]

Definition 34 [Conservative Extension] Let T and T′ be
TBoxes formulated in L and S ⊆ Sig(T′). Then T ∪ T′ is
an S-conservative extension of T′ if, for every L-axiom α
with Sig(α) ⊆ S we have T ∪ T′ |= α if and only if T′ |= α.

Deciding conservative extensions means to decide, given
T andT′ and a signatureS ⊆ Sig(T′), whetherT ∪ T′ is an
S-conservative extension ofT′.

Definition 34 states that, givenT andT′, their unionT∪T′

does not yield new consequences inT′, provided thatT∪T′ is
a conservative extension ofT′. This implies that the notion of
a conservative extension provides a notion of ‘control’ over
the logical consequences in the merge. The problem has been
investigated in[Ghilardi et al., 2006; Lutzet al., 2007] and
the first results concerning decidability and complexity have
been established.

The obvious question is how the semantics of MOLs re-
late to conservative extensions. We consider here the case
of E-connections and prove that, in general, when combin-
ing two ontologies using one-wayE-connections, new conse-
quences can appear in any of the component ontologies due
to the influence of the other one.

Proposition 35 [E-connections are not conservative]There
exists a one-way E-connected KB Γ = 〈Γ1,Γ2〉 without ob-
ject assertions in the language CE(ALC,ALC) and i-axioms
αi, for i ∈ {1, 2}, such that ΓALC |= α]

i but ΓALC
i 6|= α]

i .

The reader should not be surprised by such a result. In
fact, in E-connections, concepts inΓ2 can be used to define
concepts inΓ1, and vice-versa, and hence mutual interaction
between the connected ontologies is to be expected. However,
in case one of the ontologies, sayΓ2, does not contain link
relations pointing toΓ1, we should expectΓ2 to influenceΓ1,
but not vice-verse. This is the case:

Proposition 36 Let Γ = 〈Γ1,Γ2〉 be a basic E-connection in
the language CE(ALC,ALC) such that E21 = ∅. Let α be a
2-axiom. Then

ΓALC |= α] ⇐⇒ ΓALC
2 |= α].



Intuitively, the proposition above implies that the different
components of anE-connected knowledge base interact only
through the link relations and, hence, in order for the compo-
nentΓ2 to affectΓ1, a link relation inE21 must exist. This
is a consequence of the fact thatE-connection semantics lo-
calise the knowledge within each component and hence the
effects of GCIs not mentioning the link relations explicitly do
not propagate to other modules.

6 Conclusion
In this paper, we have investigated the relationship between
various modular ontology languages proposed in the litera-
ture, discussed the appropriateness of their semantics to pro-
vide support for key tasks in ontology engineering, and, fi-
nally, we have established the relationship between these
modular formalisms and various non-standard reasoning ser-
vices recently proposed, such as locality and conservative ex-
tensions.

Our results raise the following question: should we aim at
defining modular formalisms with non-standard semantics, or
should we, on the contrary, aim at defining sensiblereasoning
serviceswhile keeping the conventional semantics unaltered?

The latter option seems to offer compelling advantages:

• The specification of ontology languages, such as OWL,
does not need to be modified, which facilitates tool
compatibility and tool implementation. Moreover, non-
standard reasoning services can more easily be imple-
mented on top of existing standard reasoning tasks.

• Modular semantics are likely to confuse the user; in par-
ticular, it is non-trivial to determine which formal prop-
erties should be expected from them. Furthermore, it is
often hard to compare different modular semantics and
to establish their relationship with the conventional se-
mantics. An example is the case of P-DL for which
we have shown that distributed reasoning over a set of
packages is equivalent to the standard ontology consis-
tency problem over the union of the packages for the
logic SHIQ.

However, there are clearly also arguments in favor of using
modular ontology languages:

• Modular Languages provide a clean way of controlling
the interaction between modules; in particular, we have
shown thatE-connections provide locality (always) and
conservative extensions (in some cases) ”for free”.

• It may be convenient from a modeling perspective to
have special syntax in the ontology language for com-
bining the different modules; in particular, it may be use-
ful to distinguish explicitly which logical axioms “glue”
the modules together. MOLs provide such a distinction
in a clean way.

We believe that future research in the area should take into
consideration these issues.
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