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(ExtendedAbstract)

Thepresenpapelis madeof readingnotes.They reportonourbelatedearning
of classicabpproachefor designingcontrolsystemsandreactive ones.Theseap-
proachegsoncerndynamicsgamesandtheir analysisandsynthesisThey appear
to provide acommonandattractve setting.We endup by discussinga numberof
challengesn this area.

1 Dynamics

Controlsystemdave beenactively developedandinvestigatedincethe beginning
of theindustrialage.RemembeWVatt's flyball governorin steamenginespr even
thewatercontrollerof Ktesibios’clock, twenty-threecenturiesagoin Alexandria.
Thisfield dramaticallyexpandediuringthelastcentury becausef theimpressie
progressn systemdor transportationproductionandalasdestruction.Therecur
ring challenges to guaranteehe safetyof systemswhile ensuringoptimal useof
resources.

In parallel,duringthe secondhalf of lastcentury computingscienceandsoft-
wareengineeringrogressiely evolved from a sequentialbatchmodeof thinking
towardsan interactve, cooperatie and reactve view. A cornvemgencewith the
control viewpoint wasthusonly natural: control systemsaremoreandmoreim-
plementedn computersywhereasomputersystemsnteractingwith the physical
ervironmentamountto digital controllers.

This commongroundis knovn nowvadaysunderthetermof "hybrid systems”.
As a matterof fact, the standardstructureof thesehybrid systemsstill remains
ratherhistoricalandaccidentalthephysicalervironments describedy continuous-
time componentsvhereaghe controlleris modelledby discrete-timeones.In this



sensethe adjectve "hybrid” is pertinent. However, it suggesta basicdifference
betweercontinuousanddiscretetime. We never really likedthis.

To our mind, the reasonof the corvergencebetweencontrol systemsandre-
active computingsystemdies muchdeepetthanin the mereuseof computergo
implementcontrol. The essenc®f controlledaswell ascontrollingcomponents
is given by their dynamics,be it in discreteor in continuoustime. Hence,the
relevant scientificgroundon which to basethe commondevelopmentof control
andreactve systemsds the mathematic®of dynamics. Controllerscanthenvery
well usecontinuougime, astypical in classicalcontrolengineering.Corversely
a controlledphysicalenvironmentcanrightly be modelledby a discrete-timesub-
systemasdonein computetbasedsimulation.Remembethelatterfield gaverise
to object-orientegprogrammingcf. the Simula67 languagedesignedy O. Dahl
andK. Nygaard.

Two obsenrationsillustrateour standpointFirstly, the concepbf invarianceis
fundamentafor the logical masteryof programs,jncluding reactve ones. It has
alsobeena standardechniquan the qualitatve analysisof dynamicalsystemsat
leastsinceH. Poincaé. Secondlythe conceptof varianceallows to ensureermi-
nationin programsicf. Floyd’s well-foundeddecreasingunctions. This concept
boilsdown to adiscretizatiorof theclassicatoncepbf stability, usedto guarantee
asymptoticcorvergenceof continous-timedynamics;cf. Lyapune’s decreasing
functions.

The penasie, fundamentatdle of bothinvarianceandvariancefor the quali-
tative analysisof complex dynamicshasbeena hapy personabkurprisetenyears
ago. We do not tie computingscienceto discrete-timedynamicsarymore. We
ratherconsiderdiscretetime asan abstractiorof the continuousone. Admittedly;
thisis just a belatedrediscwery of the classicalanalysismethodof nonlineardy-
namicsby symbolicones;seee.g.thebooksby S. Wiggins.

We thus deemthe properscientificcontet for the cooperatiorbetweencon-
trol engineersindsoftwareengineerss thefield of dynamicalsystemsratherthan
specificclasse®f differentialequationsr formal specificationsin fact, this view-
point beginsto appeaiin the context of hybrid systemscf. a specialissueof the
Proceeding®f the IEEE, July 2000. In the classicaltheory the choicebetween
discreteand continuougtiime is a choicebetweertopologies,andis thusentirely
free; seefor instancahe bookby E. Akin.



2 Games

Controlsystemsaswell asreactve or hybridones,jnvolve theinterplaybetweera

controlledcomponenanda controllingone. This correspond$o a gamebetween
an Opponentanda Proponentyespectiely. Gametheoryis the classicaltheory
of interactionbetweendynamics. Its centralimportancefor controlandreactve

systemsshouldthusnotcomeasa surprise.

This view may be simple minded, but it helps. Interestinglyenoughi,it has
beenrediscoeredtime andagain. Our turn wasa coupleof yearsago: quite late,
indeed.It is soberingo revisit Zermelos analyse®f two gamesijn the beginning
of last century: the discrete-timegameof chess,andthe continuous-timegame
of a tired swimmeragainsta wild river in a narrav caryon with an accessible
islanddownstream Actually, Zermeloalreadyuseda form of backwardsinductive
reasoningn thatwork.

In gamesthedynamicscanusediscreteor continuougime, playscanbefinite
or infinite, goalscanbe qualitative or quantitatve, andProponens movesreactto
Opponens movesin sequencer in parallel.

In the discrete-timecase,eachmove is a unit-time statetransition. Finite
discrete-timegameswere actively studiedin economics.They are modelledus-
ing discretemathematicsjncluding induction principles, as elaboratede.g. by
Zermelo,Morgensterrandvon Neumann;seefor instancethe book by P. Morris.
Infinite discrete-timeyameshave beeninvestigatednainlyin logic andcomputing
science usingthe w-automatantroducedby Buchi forty yearsago,andKnaster
Tarski'stheorenonfixedpoints;seee.g.thebookeditedby E. Gradel, W. Thomas
andTh. Wilke.

In finite andinfinite continuous-timejamesaspioneeredy Isaacdifty years
ago, moves are infinitesimal and are typically definedby differential equations.
Integration canthenbe seenasa continuous-timecounterparof induction. Yet,
dynamicsmay very well usediscretetime, which bringsus backto discrete-time
games.In this case Jsaacseven spole of "discretedifferentialgamesto suggest
thefreedomin choosinghetemporalbasis.

Thus,oncemore,thedistinctionbetweerdiscreteandcontinuougime appears
to be secondary Its prematurantroductionobscuresinderstandingLet usthen
call "dynamicalgames”all gameswith discreteor continuoustime andwith fi-
nite or infinite plays. In eachcase,we obsere the sameessentialassociations
betweeminimization,universalquantificatiorandOpponentnoves,andbetween
maximization gxistentialquantificatiorandProponenmoves.



3 Optimal and winning strategies

Surely we long thought,the distinctionbetweendiscreteand continuougime re-
mainsessentiafor analyzingdynamicalgamesin depthandfor synthezingwin-
ning or optimal strategjies. Again, to our recentwondermentthis proveswrongas
well.

We first discussmethodsconcerningeclassicaldynamics,i.e. non-interactie,
single-agenbnesasin solitary games. The optimizationof continuous-timedy-
namicswasinitially tackledby the classicalcalculusof variations.In modernap-
proachespptimizationproblemsfor continuous-timedynamicsare expressedy
Hamilton-Jacobdifferentialequations Solvingsuchnonlinearsystemss hardbut
notimpossible g.g.by usingPontryagins principle of optimality.

Considerthendiscrete-timadynamics asdefinedby algorithms,automatapr
differenceequationsin this casethefundamentamethodfor ensuringoptimality
is Bellmans principle of dynamicprogramming. This essentiallyamountsto an
inductive, economicakearchthroughouthe solutionspaceput in generalentails
anexponentialcostof computation.

Now, let us discretizethe Hamilton-Jacobequationsdefininga continuous-
time optimizationproblem,andlet us similarly discretizethe methodfor solving
theseequations.The resultingdiscretemethodof solutionbasicallyrevealsitself
astheinductive schemeof dynamicprogramming!This is why definitionsof dy-
namicaloptimizationproblemsfor discreteor continuougime,aresometimegre-
sentedasHamilton-Jacobi-BellmarquationsThis remarkablecorrespondencds
developede.g.in thebooksby A.A. Agrache andYu.L. Sachkv, by M. Bardiand
I. Capuzzo-Dolcettdyy D.P. Bertsekagindby R. Vinter. Actually, theprincipleof
dynamicprogrammingholdsfor continuous-timalynamicsaswell. As aconse-
guencethetrajectorieswhich satisfyPontryagins principle of optimality provide
characteristicurvesfor the Hamilton-Jacobequationassociatedavith Bellmans
principle of dynamicprogramming. It is thus misleadingto restrictthe latter to
discrete-timedynamics. After all, the conceptof shortestpathis independenof
thetime basis.

Thesenbsenrationscanbetransferredlock, stockandbarrel,to genuinegames,
viz. thosewith atleasttwo adversariesNotequalitative, winning stratgiesamount
to simplified versionsof quantitatve, optimal stratgjies: the setof quantitiesis
thenreducedto a binary setof qualities. W.l.0.g., we assumeoptimality means
maximality

The maximizationof the solitary playernow becomesa logical interplaybe-
tweenthe Proponens maximizationandits dual, the Opponens minimization.
The resultingmaximin versionsof the Hamilton-Jacobequationsjntroducedby



Isaacs,are known as the Hamilton-Jacobi(-Bellman)shas equations. Accord-
ingly, the maximin versionof dynamicprogrammingfor gamescould be called
the Bellman-Isaacgrinciple. In the caseof infinite discrete-timegamesa funda-
mentalmethodfor synthesizingvinning stratgieswasdiscoveredby Bichi and
Landwebein thelatesixties.

The mainresultson solvingdynamicalgamesjn continuousor discretetime,
arepresentec.g. in thebooksby T. Bagar andG.J.Olsderandby J. Lewin, and
in the book by E. Gradelet al. mentionedabove. In the theoriesof dynamics
andgamesthemethoddor analysisandsynthesihave beendevelopedvery much
handin hand. Specializedeffective techniqueshave beendevelopedfor control
andhybrid systemsThey mainly concerrlinearandfinite-statedynamicsyespec-
tively.

4 Challenges

We shouldnotimagineall is well. Not all problemsarebasicallysolved. Farfrom
it.

A first challenges to scaleup. Currenttheoriesprovide toolsto tacklesimple
dynamicalstructuresand properties but not muchmore. On the otherhand,an
interactve distributedsystemamountgo a gamewith mary playersteamsgoals,
rblesandlevels. An exampleof this challenges the designof a computetbased
systemfor organizingroadtraffic andfor assistingin the driving of vehicles,in
orderto maximizethe survival of personsthe satisfictionof transportatiomeeds,
andthe preseration of the ervironment. This canbe seemasa land-basedersion
of air-transportatiorcontrol systems.We realizeonly too well the problemsthis
raises.

It seemghe successfubpproachedevelopedin softwareengineeringarerel-
evantfor systemsengineeringat large. We know theseapproacheiclude hier
archicaldecompositioror composition successie refinemenbor abstractionand
conjunctionof viewpoints. But we alsoknow the enormoudifficulty in theeffec-
tive implementatiorof goodprinciples.

A secondchallengés to establisha common,well-thoughttheoreticalbasis.
Fundamentatonceptsn theanalysisor synthesi®f dynamicsandgamesnaywell
be shared. Yet, the actualtechniguegesultingfrom the historical developments
varytoomuch.A crystal-cleaunificationof theexistingmethodss sorelyneeded.

A third challenges theprogressie elaboratiorof effective techniquesor scal-
ing up. For instancethe basicpropertieof succesandoptimality shouldbere-
fined into specializedqualitatve and quantitatve constraints,ncluding security



andprobability aspects Conceptssuchasequilibriain multi-agentgamesshould
be adaptedaccordingly Designprocesseshouldthusintegratenegotiationtech-
niques.

A fourth challengds the adaptatioror the developmentof systemdor design
support.Helpful support-systemsow exist for the precisionengineeringf soft-
ware.ls it feasibleto modify thesein orderto tackledynamicsandinteractionona
par? Shouldwe ratherstartagainfrom scratchor integratecontrol-systendesign
with softwaredesign?

Thelastbut notleastchallenges the effective andharmoniousooperatiorbe-
tweencomputingscientistsandappliedmathematiciansaswell asbetweersoft-
wareengineersaindsystemsngineergrom otherdisciplines.Softwareengineers
andcomputesscientistsnaybeshouldgo morethanhalfway in thatdirection. After
all, computingscienceandengineerings the youngerfield andshouldgenuinely
valuetheotherones.



