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Abstract—TIIgora is an integration system for probabilistic data of correlated observations, and respectively sets of plessi
modelled using different formalisms such as pc-tables, Bayesian strings represented in an image.
networks, and stochastic automata. User queries are expreske Our systeniIgora (to be pronounced pi-gora: probabilistic

over a global relational layer and are evaluated by IIgora id h i interf B . t
using a range of strategies, including data conversion into one agora) provides such a uniform interface over Bayesian net-

probabilistic formalism followed by evaluation using a formalism- Works, pc-tables, and FSTs. In addition, it provides a query
specific engine, and hybrid plans, where subqueries are evaluated evaluation mechanism over the interface, whose stratégjes

using engines for different formalisms. _ the native querying capabilities of the underlying forraais

This demonstration allows users to experiencélgora on real- i account, to devise an efficient query plan defined either
world heterogeneous data sources from the medical domain. .

by a sequence of sub-plans to be evaluated by engines for

different formalisms, or by transformations of sources te o
of the existing formalisms followed by evaluation using B-Si

Real-world applications model probabilistic data using gle query engine. Further common aspects of data integratio
plethora of different formalisms. The reason for this ddir systems, such as declarative specifications of capabilitfe
stems from the fact that each formalism has its own benefgsch data source (in addition to those of their underlying
and better fits particular scenarios. We next focus on threk s formalisms), automatically rewriting the user query to tise
formalisms. Bayesian networks are a natural fit for managingews representing local sources [6], and dealing with many
expert knowledge, where the probabilistic relationshipveen possible rewritings in case several sources publish sirila
input random variables, which are observable quantities, lsame data, are not yet consideredIbyora.
known parameters, or hypotheses, exhibits conditionat-ind
pendence. The pc-tables formalism excels at managing -uncer Il. THE ARCHITECTURE OFIIGORA
tain relational data, such as NELL tables [1], which congfst
records extracted from hundreds of millions of web paged, an
Google Squared tables that aggregate unstructured, poss
contradictory information representing answers to keyd/voE

I. INTEGRATING PROBABILISTIC DATA

ITgora presents a unifying relational interface over hetero-
eneous sources calledediated schemalhe users phrase
eir queries over this mediated schema. The components of

: L he system, as well as the data and control flow, are shown in
web search queries [2]. Finite State Transducers (FSTs) |8ure 1. The system works as follows. Each local source

stochastic automata used by state-of-the-art opticalacker registered to the system with a relational schema that

recognition programs, ;uc;h as those powering Gpogle BOOE ‘comes part of the mediated schema. The user queries are
to capture probability distributions over all possiblérggs that expressed as select-project-join SOL queries extendédanit

CO_T_L? be frepre?ented n a ﬁlven 'mage [Sk])' bilisti . exact and approximate probability computation aggregate a
ese formalisms naturally support probabiliStic proB®sS | i, 5 given clause, which allows to formulate conditionals

o varying degregs. The pc-tables formalism s.upports 's.e.k.agnd ask for the probability of an event given another event.
project-join queries whose answers anq their probat:ahtu'a:()r instance, one could ask for each age group and sex
can be represented as pc-ables; Bayesian networks SUPRGYY probable it is that a person suffers from diabetes and

inference queries that ask for the conditional prob_abidify their diabetes medication causes exhaustion. This quérg jo
an event given a”"thef _event, FSTs s_uppo.rt select|on- q;uercf) a Bayesian netwotkexpressing probabilistic relationships
that ask for the probability that a certain string occurshieitt

; between, among others, the existence of diabetes, age, sex,
possible runs. ..and pregnhancy, (2) a NELL pc-table relating relationships
In order to harness the value of heterogeneous probabilisil.yeen drugs and side effects, and (3) a NELL pc-table
Qata sources, it becomes Imperative to provide a un'for_lrglating drugs and diseases. One could ask for the protyabili
!nterfacg to them. Such an mtgrface WO_U|d aIIow. for they a5 pregnant woman suffers from a left breast tumour given
integration and enable expressive SQL-like querying &g, ghe syffers from hypothyroidism. This query is a join of

them. This is possible since their underlying formalismeehay,, , gayesian networks with relationships between age sbrea
a common denominator: they all admit a sound interprez oy pregnancy, and hypothyroidism

tation via the possible worlds semantics [11]. Under this
semantics, pc-tables, Bayesian networks, and FSTs rejresein japie from the UCI Machine Leamning Repository  at
finite probability distributions over sets of possible &ylsets http://archive.ics. uci.edu/ m/datasets. htni.



Fig. 2. Bayesian network for diabetes from the UCI machinanieg
repository (the conditional probability tables at nodes aot shown).

Translation layer. The possible worlds semantics repre-
sents a bridge between the different formalisms and enables
sound, equivalence-preserving translations betweem thei
stances [8]. These translations are needed Wigara’'s query
evaluation strategy requires to translate all sources am®
formalism and executes the query using one dedicated engine
_ We next exemplify the translation into pc-tables of the reode
The architecture oflgora. Double and dashed arrows denote datgge, sex, and di abet es from the Bayesian network in
Figure 2. The nodes correspond to Boolean random variables
(random variables with a domain of sizecan be expressed by
Boolean variables); for space reasons, we assumagfeis
%olean: below 40 and above 40. The conditional probability

Fig. 1.
and control flow, respectively.

We next detail the components of the system.
Data sources.Each local source defines a relational sche
that is part of the mediated schema. A pc-table is a relati
extended with a special column that encodes the uncertai
of the records using probabilistic events, which are propo-

les of the nodes are as follows:

Age Sex Diabetes P

sitional formulas over random variables. '_ruple correhﬂio < 40 Female true 0.349
can be encoded by such events. A special case is that of < 40 Female false  0.651
le-ind d bl h h g Sex P Age P <40 Male true 0.255
tuple-in ndent pc-t where t vents ar irwi = :
_uge depe ent pe-ta E}S'h ere the eb? S la_e pg S “Mae 048 <400.314 <40Male false  0.745
independent. An excerpt of the NELL pc-table relating drugs  remale 052 > 400.686 > 40 Female frue  0.355
and diseases is given below: > 40 Female false  0.645
> 40 Male  true 0.249
Drug Disease P E > 40 Male false 0.751
avandia diabetes 1 = Each conditional probability table is translated into an
tamoxifen breascancer 1 T2 . " (e
actos diabetes 0.998 3 equivalent pc-table, where the conditional probabilinesvell
glucophage  diabetes 0.996 24 as the dependencies of the node to its ancestors in the metwor

A Bayesian network is a probabilistic graphical model th&t'® captured by probabilistic events:

represents a set of random variables and their conditional Sex P Ey. Age P Eage
depen_denmes via a dlrected_acycllc graph [9]. Figure 2 shpw Male 0.48V0_ <10 0314V,
Bayesian network representing dependencies betweernteabe Female 052210, > 40 0.686-V7,,
and age, sex, and pregnancy (taken from the UCI ML Repos-
itory). Its relational schema consists of one attribute npeate Age Sex Diabetes P Egiapetes
in the network. The network thus corresponds to a relation

i i . i p < 40 Female true 034Y° AVO AVD .\ ios
Diabetes with attributeage, di abet es, sex, pregnant, <40 Female false  0.65V0 AVE A-VY oo
_ar_ld SO on; its _s_chema is thgt_ of the re_Iatlon representing the <40 Male true 025570 A-VO AVE
join of all conditional probability tables in the network. <40 Male false  0.748/9 A=V, A-VL

A finite state transducer is an automaton that convertsgstrin
from an input alphabet to an output alphabet and where teere i
a probability distribution over the transitions from eaaida.

0.355V0  AVEL AV e
0.645V0 AVO_A-VE

age sex N Vidiabetes

0.249-VO A-V2 AV3

> 40 Female true
> 40 Female false

> 40 Male true

sSex digbet
We use MayBMS to manage pc-tables [4]. FSTs are man-  _ 44 yale false 0.755V0. A-VE, AV

aged by Staccato [5]. Bayesian networks are represented in
the XML-based BayesNets Interchange Forfmat At each node, for each combination of values of the parent

nodes, we introduce a Boolean random variable to capture the
2 http://www.cs.cmu.eduffigcozman/Research/InterchangeFormattonditional probability distribution at that node. For tausce,



the Boolean random variabl@’;’ge encodes whether the age Let us consider the query in Figure 3 (left). It asks for
is under 40 or over 40, and its probability distribution igtth the probability (note the construatonf () in the select

of the nodeage. The first entry in the conditional probability clause) of a pregnant woman suffering from a left breast
table for the nodali abet es states that there is a diabetesumour, given that she also suffers from hypothyroidism.
probability of 0.349 for females under 40. This dependescy Correlations between the two medical conditions are regort
encoded by the conjunctiori,, AV.2, AV ;... Where the in literature [10]. Possible data sources are the Bayesian
new Boolean random variablg?, , ... captures the probabil- networks Hypot hyr oi d and Br east _cancer. We join

ity distribution of the nodeadi abet es in the network given these sources oage, since both conditions depend on age.
thatsex is female andage is under 40. ITgora chooses a purely Bayesian evaluation, since both data

This translation can lead to an exponential blowup fa®ources are Bayesian networks. In this case, we phrase the
networks that are not tree-shaped. We mitigate this proble®@L query as a sum of inference queries:
by allowing let definitionsin our pc-table formalism, whereby S (P(B.tumor = true A B.breast = leftA H.tumor = truen
events can be named and re-used several times. B.age
Inference and Query Enginesligora is implemented in Java
on top of the probabilistic management system MayBMS [4]
with the SPROUT query engine [7] for queries on pc-tabl_eﬁor a given valuer for age, we have the inference query:
SMILE [3] for Bayesian inference, and Staccato for selectio
queries on FSTs [5].

Query Planning, Reformulation, and Execution. The task

of this component is to decide how to evaluate the user query.
Tigora uses .tWO. broad strategie_s for query evaluation. The§iﬂce the two Bayesian networks are independent, we can
are exemplified in the next section. regroup as follows:

The default strategy is to identify subqueries that are-natu
rally supported by the formalisms of the sources referented
these subqueriese., inference queries for Bayesian networks,
selection queries for finite state transducers, and splegtct-

joins for pc-tables. We then use the engines associated WiﬂNext, we present two further possible scenarios. Figure 3

@?ght) depicts the plan for relational evaluation. We faipply
the conditional probability formulaP(A|B) = £55%
Expressed in SQL, this means that for eade value, we

H.pregnant = trug
(B.age = H.ageA H.hypothyroid = primary))

P(B.tumor = true A B.breast = leftA H.tumor = true A
H.pregnant = true
(B.age=z A H.age=z A H.hypothyroid = primary)

P(B.tumor = true A B.breast = left| B.age= z) =
P(H.tumor = true A H.pregnant = true
(H.age= = A H.hypothyroid = primary)

All remaining processing steps, e.g., joining subquerieg t
are evaluated using different query engines, are suppbsted

trans_lanon ftot%c-tataleﬁ. Be5|dfe tsh_thetldetntlﬂc?atl(r)]n O?Simf' compute (1) the probability of the query with a conjunction
quenes, a further challenge of this strategy 1S thus 10 @dmp ¢ o -ngitions in thewher e and gi ven clauses, (2) the

the final query result using the results of the subqueries. jrobability of the query representing only théven clause,

A further strategy is to (possibly, offline) convert all dat 3) - .
; . the division of the two probabilities, and finally (4) swp
sources used by the query into either the pc-tables or Barye he probabilities of allage values. Further optimisations are

networks forr_nahsm, fOHOW?d by evalgatlon using either ﬁpplicable, such as specialising the relatidlypot hyr oi d
query or an inference engine respectively, after reforaul nd Br east _cancer to those constituent pc-tables strictly
ing the query over the corresponding formalism. A possib eded for q_uery evaluation.

optimisation is to specialise the query to only use thoséspar Let us now assume thair east _cancer is a pc-table
of the data sources that are needed for the evaluation. l%?]re default strategy would then_split the query into .the
instance, in case only a few nodes of a Bayesian network ar

needed for the evaluation, we could rewrite the query to on s%t?ggﬂgg rree::rrrril:g tgot;gd:zzg; hzgﬁtgrnfetgggﬁ and the

use their corresponding pc-tables. For relational eviloat . )
. . .._For each value of for age we have the inference query:
if the query has a conditional clause, we can then rewrite
it, by following the definition of conditional probabilitynto Va : Py (z) = P(H.tumor = true A H.pregnant = trug

a query for numerator and one for denominator, and a third H.age =« A H.hypothyroid = primary
query that uses the results of the first two queries to comput
the final result. For evaluation via Bayesian inference uber
query is rewritten into a sequence of inference queriesatet
optimised by identifying independence and temporary tesul ¢eate tableT} as select3.age, conf() as pl

. from Breastcancer B
that can be reused several times.
where B.tumor="true’ and B.breast="left' group by B.age;

I11. D EMONSTRATION SCENARIO: MEDICAL DATA create tableT» as selectB.age, conf() as p2

eThe subquery that refers to Breasancer is how rewritten
following the conditional probability formula:

We demonstratdIgora using real-world data sources in from Breastcancer Bgroup by B.age;
the medical domain from NELL, the UCI machine learning create tableTs as selectl}.age, pl/p2 ap
repository, and a repository of FSTs from Google Books. from Ty, Tz where Ty.age =Tb.age;
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Fig. 3. TIgora Graphical User Interface: Input data and query (left) ¥isualisation of the chosen evaluation strategy (right)

We finally obtain the query answer by joining the indeperthe original query. It is optimised such that it only refeos t
dent intermediate resulf3y andTs: ZPB(age)*PH(age), those pc-tables obtained by translating the nodes in that inp
age Bayesian networks for hypothyroidism and breast cancer tha
where P (age) denotesPp for the tuple(age, Pg) in Ts. are necessary to express the query.
We note that one further data source for this query couldThe visitors of our demonstration will also be encouraged
be a collection of finite state transducers modelling pcbssho inspect the translations of Bayesian networks into p‘Ea

strings represented in images of scanned book pages nefertihich are of independent interest.
to these medical conditions. Then, further evidence ofezorr

lation between these medical conditions can be signalled by ACKNOWLEDGEMENT
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