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Abstract. Nested (or non-uniform, or non-regular) datatypes have recursive definitions in which the type pa-
rameter changes. Their folds are restricted in power due to type constraints. Bird and Paterson introduced
generalised folds for extra power, but at the cost of aloss of efficiency: folds may take more than linear time to
evaluate. Hinze introduced efficient generalised foldsto counter thisinefficiency, but did so in a pragmatic way:
he did not provide categorical or equivalent underpinnings, so did not get the associated universal properties
for manipulating folds. We combine the efficiency of Hinze's construction with the powerful reasoning tools of
Bird and Paterson’s.
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1. Introduction

The fold operator of functional programming can be defined on any regular datatype [BdM97], but there is a
problem when extending its definition to nested datatypes [BM 98] because some of its parameters are required
to be polymorphic. A solution to this problem, proposed by Bird and Paterson [BP99b], was to introduce a new
kind of operator called a generalised fold. Like an ordinary fold, the generalised fold of a given initial algebra
is characterised uniquely by its defining equation, and this characterisation gives rise to useful fusion laws.
Unfortunately generalised folds still lack some of the other well-known properties of folds: they cannot be used
to define map functions, and the map fusion law is subject to a side condition. A more serious shortcoming,
observed by Hinze [Hin0Q], is that generalised folds are inefficient for some datatypes. So Hinze hasintroduced
adifferent kind of fold, called an efficient generalised fold, which suffers none of the problems described above.
It is specified as a generalised fold composed with amap, but the generalised fold is different from that defined
in [BP99D]. (The difference will be explained in Section 6.)

This paper is written in response to Hinze's remark [Hin0Q] that he did not know whether the generalised
folds of [BP99b] also have an efficient counterpart. We show that they do, by giving a unique characterisation of
efficient foldsin terms of initial algebras. This universal property provides a proof principle that can be used to
show that the efficient fold can be expressed as a Bird/Paterson generalised fold after a map, and consequently
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we obtain the fusion laws for free. It is not clear whether there is a similar universal construction of Hinze's
folds.

We begin, in Section 2, by recalling some of the well-known properties of folds on regular datatypes, exem-
plified by the familiar datatype of lists. In Section 3, we discuss the relative merits of ordinary folds, generalised
folds and efficient folds on the nested datatype of perfectly balanced binary trees. The time complexity of the
latter two foldsis then compared on a simple random access list [Oka98] in Section 4. Sections 5, 6 and 7 con-
tain a short description of the semantics of nested datatypes, generalised folds and efficient folds respectively.
Some applications of efficient folds are givenin Section 8.

2. Fold on Regular Datatypes

Wewill usethedatatype of liststo exhibit someof theintrinsic propertiesof folds on regular datatypes. The most
fundamental of theseisthe universal property of fold, fromwhichthe fold fusion law for programtransformation
can be derived. In addition, the map function of any regular datatype can be expressed asafold. As such, it can
be fused with any other fold, yielding a second law for program derivation, usually known as the map fusion
law.

The datatype of lists can be defined in the programming language Haskell [PJO3] by

dataList a= Nil | Cons (a,List a)
and its fold operation can be defined recursively by

fold:: VaVb.b— ((a,b) — b) — Lista— b
fold ef Nil = e
foldef (Cons(x,xs)) = f (xfoldef xs)

(For clarity, we will be explicit about all universal quantifications over types; Haskell 98 alows implicit outer-
most universal quantifications.) The universal property of fold states that, for finite lists, the function fold ef is
the unique solution of this pair of equations: if u: Lista— b, e:bandf : (a,b) — b,

u=fold ef
& D
uNil =eand u (Cons (x,xs)) =f (x,uxs) for all x,xs

This property is a useful proof principle for program transformation since it captures the familiar pattern of
inductive proof for finite lists. In particular, it can be used to derive the following fusion law for lists, which
gives conditions under which the composition of an arbitrary function and afold can be fused into asingle fold:
ifk:b—b,e:b,f:(ab)—b,€&:bandf’:(ab)—b,then

ke=€ andk-f =f"-idx k
= ()
k-foldef =fold € f’

The map fusion law for lists can be derived from this law, together with the definition of the map function as a
fold. We will refer to the map function on lists as list for consistency with later examples. It can be expressed
as afoldin thefollowing way:

list:: Va.vb. (a— b) — Lista— Listb
lissf = fold Nil (Cons: (f xid))

This definition might not be as readable as one written using explicit recursion, but it does have the advantage
that properties of list can be proved from more fundamental ones of fold. The map fusion law below is an
example of this. It would normally have been proved by induction, but is now almost immediate from the fold
fusionlaw (2): if e: b, andf : (a,b) — b, thenforall k:a’ — a,

foldef-lissk = folde(f-(kxid)) (3

This law does not hold for generalised folds, but it does hold for efficient folds, as we shall see in Sections 3
and 7.



Disciplined, efficient, generalised folds for nested datatypes 3

3. Foldson Nested Datatypes

Nested datatypesarerecursively defined parameterised datatypesin which the parameter of the datatype changes
in the recursive call. For example, the Nest datatype, which is a level-wise representation of node-oriented,
perfectly balanced binary trees, can be defined in Haskell by

dataNesta = Nil |Cons(a,Nest (Pair a)) @
typePaira = (a,a)

This is a nested datatype because the Nest constructor is given the parameter a on the left hand side of this
equation and a different argument, Pair a, on the right. The example below shows how this datatype represents
perfectly balanced trees:

example :: NestlInt 5
example = Cons(1, Cons((2,3), Cons(((4,5),(6,7)), Nil))) ©)

3.1. Ordinary Folds

One standard function that we might wish to apply to a nest of integersis the sum function, to sum the values
stored in it. The computation of the sum function is an instance of a more general pattern called a reduction.
Reductions can be defined on any regular datatype using folds alone, but this is not true of nested datatypes.
Theinitial algebra semantics of nested datatypes proposed in [BM 98, MGO01] gives the following definition of
fold on this datatype:

fold:: ¥n.Vb. (Va.na) — (Va. (a,n (Pair a)) — na) — Nestb — nb
fold ef Nil = e
foldef (Cons(x,xs)) = f (x,foldef xs)

where b and n range over types and type constructors (functors) respectively. The universal property associated
with this definition is identical to that for lists (1) apart from the type declarations. The problem with this
definitionisthat it islimited in the scope of its applicability, because the second parameter must be polymorphic.
So it can be used to implement some polymorphic reductions, like that of flattening anest to alist, but not usually
for monomorphic reductions like sum. We can illustrate the difficulty in expressing sum as afold on the above
example (5). The first parameter, e, must be zero, since it represents the sum of the empty nest. Writing the
second parameter f as an infix operator & and using the Haskell syntax of writing the prefix form of an infix
operator & in parentheses (¢), we have

fold O (uncurry (&)) example = 16((2,3)%(((4,5),(6,7)) £ 0))

The function (&) must have type Va.a — Int — Int for this fold to return an integer value, because it must be
applied to values of adifferent type at each recursive call. The naturality property associated with values of this
type in Haskell meansthat they must ignore the first parameter; therefore sum cannot be written as a fold.

3.2. Generalised Folds

Generalised folds provide a solution to the type problem encountered with ordinary folds, but their definitions
depend on those of the corresponding map functions. The map function for Nest is:

nest:: vVa.vb. (a — b) — Nesta — Nestb
nest f Nil = Nil
nestf (Cons(x,xs)) = Cons(f x,nest (pair f) xs)

where the map for Pair is simply

pair :: Va.vb. (a— b) — Pair a— Pair b
parf (xy) = (fxfy)
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The generalised fold on nests is then defined below. It has one more parameter than the ordinary fold, and this
extraparameter is repeatedly mapped over the datatype at each recursive call; thisis the cause of theinefficiency
observed in [Hin00] and reiterated herein Section 4.

gfold :: Vn.¥m.vb. (Va. na) — (Va. (ma,n (Pair a)) — na) — (Va. Pair (ma) — m(Pair a))

— Nest (mb) —nb 6
gfold ef g Nil = e 6)
gfoldef g (Cons(x,xs)) = f (x,gfoldef g(nestgxs))

This definition is essentially the same as that in [Hin00], except that Hinze gives a more general type to the
second and third parameters:

gfold :: Vn.¥m.Vp.vb. (Vva. na) — (Va. (ma,n(pa)) — na) — (va. Pair (ma) — m(pa))
— Nest (mb) — nb

More substantial differences can be seen on other datatypes, as we will show in Section 6.2.

An ordinary fold is a special case of a generalised fold, obtained by setting function parameter g to the
identity function and type parameter m to the identity functor. The difference between the two folds is most
clearly shown by applying a generalised fold to the example nest of integers again. Writing the parameter g as
an infix operator ®, and using the Haskell function uncurry: (a— (b — c)) — ((a,b) — ¢) we have

gfold e (uncurry (¢)) (uncurry () example = 19 ((203)@ (AR5 ® (6Q7))@e)) @)

It is now evident that any reduction on nests can be written as a generalised fold, by taking ® to be @. In
particular, the sum function can be written as:

sum = gfold O (uncurry (+)) (uncurry (+))

This function cannot be implemented in Haskell with the most general type signature for the generalised fold:
the type must be instantiated to different values for different applications. In this case we must use the type

gfold :: Va.vb. b — ((a,b) — b) — (Paira—a) — Nesta— b

This problem is due to weaknesses in Haskell’s type checker, which implements decidable type inference by
using a kinded first-order unification rather than full higher-order unification [Jon95], which is only semi-
decidable [Hue75]. Thisis one complication that is not removed by using efficient folds.

3.3. Fusion

We have now shown how two of the three problems with generalised folds that were listed in the introduction
manifest themselves on the datatype of nests: the generalised fold is defined in terms of the map function, rather
than vice versa, and the generalised fold can be i nefficient because of the use of the map functionin the recursive
call. Thethird problem concerned the map fusion law, which we will consider in this section: the law is subject
to aside condition. Before doing so, we will observethat the fold fusion law for generalised folds can be derived
from the universal property, just asit can for ordinary folds on regular datatypes.

Fold Fusion

Theuniversal property of generalised foldson nests statesthat for all functorsmandn, andall u: va. Nest (ma) —
(na),e:Va.na, f:Vva (man(Paira)) —» naandg: Vva. Pair (ma) — m(Pair a),

u=gfoldef g
& )
uNil =eand u (Cons (x,xs)) =f (x, u (nestgxs)) for al x,xs

A fusion law identical to that for lists (2) can be derived from this universal property alone, but a stronger law
is also derivable by observing that the naturality of uimpliesthat for functorsmand nand for all k' : a— b,

u-nest(mk') = (nk)-u )
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Combining (9) with the universal property (8) givesthefollowinglaw: if e’:Va.n’ a,f’:Va. (m(m a),n’ (m' (Pair a))) —
n (m a)k:vVa.na—n'a, andk :Vva. Pair (m a) — m' (Pair a) then
ke=€andk-f =f’-(idx (k- (n-Kk)))
= (20
k-gfoldef g=gfold € f’ (mk' - g)

The simpler law corresponding to (2) is recaptured by setting k' to the identity function and n' to the identity
functor.
Map Fusion

Recall that the map fusion law for lists (3) was derived from the fold fusion law together with the expression of
the map function as afold. Clearly thisis not possible for generalised folds, because their definition depends on
that of the map function; indeed it is not always the case that a generalised fold composed with a map can be
rewritten as another generalised fold, as the following exampleillustrates:

sumsquares = gfold O (uncurry (+)) (uncurry (+)) - nest (AX. X X)

There are cases where fusion is still possible though, such as the revel s function bel ow which reverses the order
of thelabelsin each level of atree of pairs:

revels = gfold Nil Cons swap - nest swap

where swap (x,y) = (Y,X). This can be fused using the map fusion law for nests of [BP99b] which is eas-
ily derivable from (8) and gives the following sufficient condition for fusion: if k:: Va. m’a— maand ¢’ ::
Va. Pair (m' a) — v (Pair a), then

g-pairk=k-g

= (11)

gfoldef g-nestk=gfold e (f - (k xid)) ¢’
This condition is certainly not necessary for fusing a map with a generalised fold. For example, it applies to
neither of the following functions, yet both can be expressed as a single generalised fold:

gfold ] (uncurry (++)) (uncurry (4++)) - nest (Ax. [x])
sze = dfoldO (uncurry (+)) (uncurry (+)) - nest (Ax. 1)

flatten

where ++ denotes list concatenation. We will see in Section 8 that fusion laws (10) and (11) can be combined
to give asingle fold equivalence law that does apply to examples like flatten and size, but we have yet to derive
ageneric version of the law.

3.4. Efficient Folds

Now we will introduce the efficient fold on nests, and see that it is not necessary to put any conditions on its
map fusion law. The definitionis as follows:

efold :: Vn.vm.vb. (Va. na) — (Va. (ma,n (Pair a)) — na) — (Va. Pair (ma) — m(Pair a))
— (VI.VZ.(I b— m(zb)) — Nest (I b) — n(zb))

efold ef g h Nil = e

efoldef gh (Cons(x,xs)) = f (hxefoldef g(g-pair h)xs)

Notice that the types of the first three parameters are the same as in the corresponding generalised fold. Like
the generalised fold on nests, this definition differs from that of [Hin0Q] only in its type signature, which Hinze
declared as:

efold :: Vn.vm.¥p.vb. (Va.na) — (Va. (ma,n(pa)) — na) — (Va. Pair (ma) — m(pa))
— (VI.VZ(I (mb) — m(zb)) — Nest (I (mb)) — n(zb))
Hinze pointed out that, at the time of writing his paper, efficient folds were not yet implementable in Haskell,

but the latest version of the Glasgow Haskell Compiler does accept definition (12) and its counterpartsfor other
nested datatypes.

(12)
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The efficient fold has a shorter definition than the corresponding generalised fold, since it does not require
the definition of the nest function. Indeed, nest can be implemented as an efficient fold: for all h:1a— mb,

nesth = efold Nil Considh (13)

Clearly theidentity function is a special case of this. This definition of nest is not surprising when we consider
the action of the efficient fold on the previous example of a nest of integers:

efold e (uncurry (®)) (uncurry (®)) hexample=h1® ((h2@h3)® (((h4@h5) @ (h6@h7))de))

Comparing this with (7) suggests the following more general property of the efficient fold on nests: for al g, f,
g and h of appropriate type,

efoldef gh = dfoldef g-nesth (14)

A property similar to this was given as the specification of efficient folds in [Hin0Q]. Instead, we observe
that both (13) and (14) can be derived from the following universal property of efficient folds: for all type
constructorsmand n, and al u: VvVavl.vz. (la— m(za)) — Nest (la) — (n(za)),e: Va. na, f:va ma—
n(Paira) — naandg: Va. Pair (ma) — m(Pair a),

u=efoldef g
&
uhNil =eanduh (Cons (x,xs)) =f (hx,u(g-pair h) xs) for al x,xs,and al h:1a— m(za).

This property is extended to an initial algebra definition of efficient folds on arbitrary nested datatypesin Sec-
tion 7, where it is proved that they can always be written as a generalised fold after a map. It follows that any
function that could be written as a generalised fold could also be written as an efficient fold. Moreover, it is now
clear from (14), together with the functorial property of nest, that in addition to fusion laws corresponding to
(10) and (11), efficient folds satisfy the following simple map fusion law: for all k:: vVa. |’a— | a,

efoldef gh-nestk = €foldef g(h-k) (15)

This law is similar to the map fusion law for ordinary folds, which suggests that the pattern of computation
captured by ordinary folds may be more closely mimicked by efficient folds than by generalised folds. Notice
however that the derivation of law (15) is quite different from its regular counterpart; in fact, neither (11) nor
(15) can be deduced solely from the universal property of efficient folds.

4. Efficiency

Efficient folds were described on the datatype of nests in Section 3 because it is one of the most simple non-
regular datatypes that can be defined. Unfortunately it is not a suitable datatype with which to demonstrate
how performance can be increased by using efficient folds, because they are not asymptotically faster than
generalised folds on nests. It was observed in [Hin0Q] that one datatype for which efficient folds do give a
worthwhile improvement is that of de Bruijn terms [BP994]. In this section we will describe how a similar
benefit is gained on a datatype that is more closely related to nests: random access lists. Random access lists
were invented by Okasaki [Oka98] as a means of improving the efficiency of certain operations on traditional
lists.

The Haskell definition of a random access list given below contains the type constructors Nil and One
corresponding to Nil and Consin the definition of Nest (4), together with an additional type constructor Zero.

dataRala = Nil | Zero (Ral (Pair a)) | One (a,Ral (Pair a))

This datatype can represent collections of any size, unlike the Nest datatype which is restricted to representing
collections of size 2K — 1 for some k. A collection of data of size n is represented by a sequence of tuples
of sizes 2' for each i corresponding to a one in the binary representation of n. For example, the sequence
[0,1,2,3,4,5,6,7,8,9, 10] haslength 11, so it could be stored as:

One (0,0ne((1,2), Zero (One ((((3,4),(5,6)),((7,8),(9,10))),Nil))))

Notice how the constructors One, One, Zero, One spell out the binary expansion of 11, least significant bit first.
Like binary numbers, random access lists can contain any number of trailing zeros. So, for example, in any such
data structure, the Nil may be replaced by Zero" Nil for any n without changing the collection represented, and
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in particular, the empty collection of values could be represented by Zero" Nil for any n. We will use this empty
collection to compare the relative efficiency of the generalised and efficient folds on this datatype. In order to
do so, we must first give their definitions, together with that of the map function. The types have been omitted
from the definitions below for conciseness, since it is the pattern of computation, rather than the type, that is
relevant to efficiency.

ral f Nil
ral f (Zero xs)
ral f (One(x,xs))

gfold ef ghNil
gfold ef gh (Zero xs)
gfold ef gh (One(x,xs))

efold ef gh Kk Nil
efoldef ghk (Zeroxs) f (efold ef gh (h-pair k) xs)
efoldef ghk (One (x,xs)) g (kx,efoldef gh (h-pair k) xs)

At first sight, these definitions may seem rather daunting, because they have such alarge number of parameters.
In this case, however, the following specialisations (in which f = id, so Zero constructors do not contribute
towards the result, and h = g, so the pairsin the ‘tail’ are collapsed using the same binary operator as combines
the head with the result of the recursive call) are often useful:

Nil
Zero (ral (pair f) xs)
One (f x,ral (pair f) xs)

e
f (gfold ef gh (ral hxs))
g (x,gfoldef gh(ral hxs))

e

greduceeg gfoldeidgg
ereduceegk efoldeidggk

The sum function can be implemented by either of these, taking e, g and k to be 0, plus and id respectively,
where plus = uncurry (+), but the first program takes quadratic time whereas the second is linear. This can be
seen by first considering the evaluation of greduce O plus (Zero" Nil). At theith step, the expression

(greduce O plus) - ral plus- ral (pair plus) -...-ral (pair'~* plus) (Zero"™" Nil)
must be simplified to
(greduceO plus) - Zero- ral (pair plus) - ral (pair? plus)-...-ral (pair' plus) (Zero"'~1 Nil)

in order for computation to proceed. Since this takes O(i) time, the total running time is O(n?). Now consider
the evaluation of ereduce O plusid (Zero" Nil). At theith step, the expression

ereduce 0 plus (plus- pair (plus- (pair (...)))) (Zero" " Nil)
must be simplified to
ereduce 0 plus (plus- pair (plus- pair (plus- (pair (...))))) (Zero"~1 Nil)

in order for computation to proceed. Since this takes constant time, the total running timeis O(n).

It might be argued that this exampleis unconvincing, relying as it does on unnormalized random-accesslists
(those with ‘trailing zeros’). On normalized random-access lists, the speedup is only from O(nlogn) to O(n),
which is less dramatic but neverthel ess an asymptotic speedup.

5. Semantics of Nested Datatypes

Having motivated the introduction of efficient generalised folds, we turn now to their formalisation. We base
our presentation on the semantics for nested datatypes presented in [MGO1], which is restricted to one argu-
ment datatypes with no mutual recursion. (The generalisation to multiple arguments and mutual recursion is
straightforward.)

Supposethat C is a m-cocomplete category with initial object and all finite products and coproducts, where
o={0—1—2—3—...}. Then the class of nested datatypes considered here is the closure under initial
algebras of the class of higher-order functors or hofunctors defined below. Note that this class does not include
all Haskell datatypes, since the operators listed below are just the standard ones for constructing polynomial
datatypes [MA86] together with a horizontal composition operator. So, it does not include rose trees [Mee87]
for example. Let Coc(C) denote the category with objects all w-cocontinuous endofunctorson C and arrows all
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natural transformations between them. The horizontal composition bifunctor x : Coc(C) x Coc(C) — Coc(C)
maps each pair of functors to its ordinary composite, and each pair of natural transformations 6 :: P — Q and
y :: R— Sto the horizontal composite 6 xy :: P-R— Q- Sdefined by

0xy =0S-Py=Quy-6R

Wewill call anested hofunctor Coc(C)— Coc(C) any hofunctor which can be constructed from the identity ho-
functor and constant hofunctors, through the use of the horizontal composition, product or coproduct operators,
as listed below in decreasing order of precedence.

1. A, theidentity functor;

2. g, the constant functor for each object Q;

3. Z x¥¢, the horizontal composition of .% and ¢;
4. F x4, theproduct of .# and ¥;

5. 7 4+ ¢, the coproduct of .% and ¢.

The last three operators are defined pointwise in terms of the corresponding bifunctorsin Coc(C). Given any
bifunctor & : C x C — C, the bifunctor & : Coc(C) x Coc(C) — Coc(C) is defined for all objects F,G and
arrows 0,y of Coc(C) by

(F&G)c = FcaGe
(F&G)f = FfaGf
(6dby)c = Ocavyc

for objects c and arrowsf of C. We use the notation & to denote operatorsthat are lifted twice. In the sequel we
will use the fact that clause 3 above can be replaced by . 7o +% and .#d «%/, sincefor al .#, ¢ and .77,

(F LGk = (F5H)5(G*H)
(F % G) ket = (F+H)5%(G*H)
(F-9)-H# = F-(9-)

Note also that the grammar of hofunctorsisnot afreeoneas, for instance, (% +9)- 4 = (F - )+ (4G - ).
As an example, we return to the Nest datatype, which can be defined as the initial algebra of the hofunctor
A Coc(C) — Coc(C) given by

N = A, (S 5 (Sdx Hoir) (16)

where the parentheses are redundant, thanks to the precedences chosen above. Since Nest isan initial algebraof
A it satisfies A4 (Nest) = Nest, because the initial algebra of any functor is afixed point of that functor. This
equation corresponds to the recursive definition of nestsin Haskell (4).

6. Generalised Folds

The standard definition of the fold function (see eg [BAM97]) states that if C isacategory and F: C — Cisa
functor with least fixed point T, then there exists an initial F-algebrao.: FT — T such that for al v: FN — N
there exists a unique arrow foldg v where

foldev: T — N
is characterised by the universal property that forall u: T — N,
u=foldev < Uu-a=vVv-Fu

This definition was generalised in [BP99b] to the category Coc(C). We will use different notation but the
definition is essentially the same. For simplicity, we restrict attention to unary functors. We will denote an
empty collection of parameters by (), the single parameter r by (r), and if u and w represent the collections
Uo, U1, ..., Um and Wo, Wi, ..., Wn, respectively, then u™w is the collection ug, U, ..., Un, Wo, W1, ..., Wn. Now let .7 :



Disciplined, efficient, generalised folds for nested datatypes 9

Coc(C) — Coc(C) beanested hofunctor with least fixed point T and initial algebrao.: .# T — T. The parameter
collection v of .7 isdefined inductively by

Vo, = 0

Vaa = {0
Veig = V7 Vg
Vosg = Vo~ Vg
Vigig = (97 Vg
Vaig = (07 Ve

for some parametersr, s and t, whose types are determined below. Note that different instances of each of the
hofunctors A, 7o % and #d % in % generate different instances of each of the parametersr, sandt. Now
let v= (v)"Vz, for some further parameter v, then, given functors M and N, the generaised fold gfoldVv has

type
gfoldzv:T-M — N

and is characterised uniquely, as proved in [BP99b], by the property that for all u: T-M — N
u=gfoldzv & U ou=Vv-dzvzu a7)

where @z vz i (T-M — N) = FT-M — Zz(M,N), v: Zz(M,N) — N and Zz is a hofunctor that is
independent of M and N. The value of Z (M, N) and the types of the parametersin v are determined by the
following inductive definition.

(a) q)%Q <> u

(b) @u(r)u

(© Dziy (Vzr Vg)u
(d) Pgyiy (V7 Vg)u
(€) D ypiy (97 Vi) U
() D sy ()" V) U

wheres=idy if ¥ = #4.

ido.m

u-Tr r-mMm-—m

Dz Vg U+ Dy Vg U

Dz Vz UX Dy Vi U

Q(S-q)gvrgu) S-(Dg\TgUIgT-M—ﬂVLgN
UgN-T(t-(DngU) t- Py Vg U:Y9T-M — M-¥N

6.1. Examplesof generalised folds

First we will show how the generalised fold on the datatype Nest given in Section 3 can be derived from the
inductive definition above. Then we will give one more example: the generalised fold on the datatype Bush.
Two further examples are givenin [BP99b).

6.1.1. Nest

The Nest datatypeis an initial algebra of the hofunctor .4 defined in equation (16) by
N = iy Hig ¥ I Hain
So we can calculate that the parameter collectionv_,- contains only one parameter t, and
D (Hhu
= definition of .4
D i, A5 Ay (D) U
= (a,(c)and(d)
D, () U+ Porig () UX D gy . (DU
= (& and (f)
idk, +idm X Upgir - NESt (t- Dy, () U) t:Pair-M — M- Pair
= @
idKl +idpm X Upgir - NESt t
We can deduce the type of parameter v of equation (17) from the type of @ 4 (t) u:

vV:1+MxN-Pair — N
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If wewrite v as acoproduct [e,f], take t = g and suppose that v represents the parameters e, f and g, then
gioldz v-oo = [ef]-(idk, +idw x (gfoldz V) - nest g)
which correspondsto the Haskell definition of the generalised fold in equation (6) of Section 3.

6.1.2. Bush

The datatype Bush was introduced in [BM98]. Its definition is the following:

dataBusha = Nil|(Cons(a, Bush(Busha))
This datatype is theinitial algebra of the following hofunctor:

B = JHk, + Hgx Adx A (18)
Therefore the map function for Bush is defined by:

bush :: Va.vb. (a — b) — Busha — Bushb
bush f Nil = Nil
bushf (Cons(x,xs)) = Cons(f x, bush(bushf) xs)

and the parameter collection vz = (r, t) for somer and t. The calculation of ® 4 (r,t) u is similar to that of
@ 4 (t) u given above, so some of the steps are omitted:

Dy (r,t)u
@ (0, (@ and ()
idk, +idm x un - bush(t- @ 4 (r) u) t:N—M-N
- b
idk, +idm x un - bush(t-u-bushr) r-m—m

So thistime the final parameter v has type
V:iI+MxN-N—N

If we write v as acoproduct [e,f], taket = g and r = h and suppose that v represents the parameterse, f, g and
h, then we have

gioldz v-o. = [ef]-(idk, +idwu x (gfolde V) - bush(g- (gfold # V) - bush h))
which correspondsto the following Haskell definition:

gfold :: Vn.¥m.vb. (Va. na) — (Va. (ma,n(na)) — na) — (va.na— m(na)) — (va ma— ma)
— Bush (mb) —nb

gfold ef gh Nil = e

gfoldef gh(Cons(x,xs)) = f (x, (gfoldef gh-bush(g-gfoldef gh-bushh)) xs)

The ordinary fold on bushesis then a special case of this definition, when specialised to the appropriate type:

fold::vavb.a— ((a,a) ~a) - (a—a) —» (a—a) —»Busha—a
fodef = dfoldefidid

Unlike the ordinary fold on nests, this fold can be used to sum a bush, but its restrictive type Bush a — a still
makes it rather inflexible.

6.2. Comparison with Hinze's generalised fold

Before introducing our definition of an efficient fold, we pause to examine the difference between the gener-
alised folds of [BP99b] and [Hin0Q], since there are corresponding differences between the efficient folds.

The first difference is in the right hand side of clause (b) in the definition of @ at the start of Section 6,
which would become simply u in Hinze's definition. One result of this change isthat Hinze's generalised folds
coincide with ordinary folds on regular datatypes. Bird and Paterson made the observation that their definition
could have been changed in thisway, but chose to keep the extra parameter for maximum generality. Theinitial
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algebra characterisation of both generalised folds and the corresponding efficient folds would still be valid if
this change were made.

There are more fundamental differencesin clauses (€) and (f), and in the type signatures of the parameters.
These differences are perhaps best illustrated on the above examples. The differencefor Nest isonly in the type
signature, as we observed in Section 3, but we can see amuch more marked difference by considering Hinze's
definition for Bush:

gfoldB :: Vn.¥Ym.vb. (Va. na) — (va. (ma,n(na)) — na) — (va. m(na))
— (Va. (ma,m(n(na))) — m(na)) — Bush(mb) — nb

gfoldB ef gh Nil = e

gfoldBef gh (Cons(x,xs)) = f (x, (gfoldBef gh-bush (kfoldBgh)) xs)

kfoldB :: Vn.¥m.vb. (Vva.m(na)) — (Va. (ma,m(n(na))) — m(na)) — Bush (mb) — nb
kfoldB g h Nil =g
kfoldB g h (Cons (x,xs)) = h(x, (kfoldBgh-bush (kfoldBgh)) xs)

Note that kfoldB has the same definition as an ordinary fold on Bush, but has a different type signature. This
definition is clearly very different from Bird and Paterson’s, as presented in Section 6.1.2.

7. An Efficient Fold

We will now give the definition of the efficient fold. The definition is given inductively, like that of the gener-
alised fold.

Let.# : Coc(C) — Coc(C) be a nested hofunctor with least fixed point T and initial algebrac.: FT — T,
and let v= (v)"vg for some v, where the parameter collection v & has the same definition as in Section 6.
Then, given functors M and N, the efficient fold efold & v has type

efoldgz v: (VL,X. (L—=M-X) - T-L— N-X)
and is characterised uniquely (see Theorem 7.2 below) by the universal property that for al u: (VL,X. (L —
M-X)—=T-L—N-X)
u=efoldzv <& (Vp:L—M:-X:up-oL=vx-Oz Vg up) (29
where
OzVz: (VLX.(L—=M-X)=T-L—=N-X) = (L' =M-X) = ZFT-LU' - Zz(M,N)-X
and wherev: Zz(M,N) — N, and vx denotesvxidy. The types given to the parametersin vz in the following
definition of © are the same as for generalised folds, asis the resulting value of % 4.
(@ Oux (Hup Qp
(b) Gu@(ryup u(rx -p) B rsM-—mMm
(€ Ogziy (Vz Vg)up Oz Vz UPp+ Oy Vy UP
() O©zy4 (Vo Vg)up Oz Vz UPX Og Vg UP B
(G C PN ({s"Vvg)up Q (sx' - Og Vg UP) S Oy Vg up: 9T -L' - M-¢N. X
) O 4y (Y Vvg)up U (ty - Og Vg UP) ty Oy Vg UPL YT -L' = M-¢N-X
wheres=idy if 4 = 4. The relationship between © and its counterpart for generalised folds, @, is captured
by the following lemmawhich will be used later in the proof of Theorem 7.3:

Lemma7.1. Let % : Coc(C) — Coc(C) be a nested hofunctor with least fixed point T, and let vz be a pa
rameter collection of appropriate type. Suppose that y = gfold & ({(v) "V ) for somev, and let u: (vL,X. (L —
M-X) — T-L — N-X) be defined by

up=yx-Tp
thenforall L, M and X,anddl p: L — M-X,
OzVz Up = (chngy)x-ﬁ‘Tp

The proof of thislemmais omitted, since it consists of routine case analysis on each of the clauses (a) to (f) in
the definitions of ® and ©.
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7.1. Examples of efficient folds

The parameter collections for both the following examples are the same as those given in Section 6.1 for the
corresponding generalised folds.

7.1.1. Nest

Using the definition of .4 in equation (16) we calculate:
O (t)up
= definition of .4

© i, i i Ay (1) UP

(@), (c) and (d)
O, () UP+ Oy () UPX O g4 s, (HHUP

@
idky + P X O sgi sy, WUP

@
idk, + P XU (tx - Opy, Y UP)  txr - O ppy, () UP: Pair-L — M- Pair - X

@
idk, +px u(tx - pair p) t: Pair-M — M- Pair

If v=[ef],t=gand p=handif we supposethat v represents the parameters e, f and g, then we have
efoldz vh-a = [ef]-(idk, +hx (efoldz v (g-pair h)))
which correspondsto the Haskell definition of the efficient fold in equation 12 of Section 3.

7.1.2. Bush

We can use the definition of .28 in equation (18) to calculate

Oz (r.)up
(@), (c), (d) and ()

idk, +PxUu(tx - O (r)up) tx O (rYup:T-L' = M-N-X
(b)

l+pxu(ty-(u(re-p))) rrMm—M t:N—-M-N

Tekingv = [gf],t =g, r = hand p = k gives the definition:

efold :: ¥n.vmVb.(va.na) — (Va. (ma,n(na)) - na) — (Vva na— m(na)) — (Vva ma— ma)
— (Ib—m(zb)) — Bush (I b) — n(zh)))

efoldef ghkNil = e

efoldef ghk (Cons(x,xs)) = f (kx, efoldefgh(g-(efoldef gh(h-k))) xs)

Comparing this definition with the corresponding one for the generalised fold, we can easily establish the
familiar relationship that for al e: Va. na, f : Va. (ma,n(na)) — na,g:va.na— m(na),h:va ma— ma
andk:Vala—m(za)

efoldef ghk = gfoldef gh-bushk

Thisresultis proved for arbitrary datatypesin Theorem 7.3 of the next section. The efficient fold of [Hin00] was
specified similarly as gfoldB ef g h- bush k, where gfoldB was defined in Section 6.2. The differences between
the two generalised folds show that this would lead to a very different efficient fold.

7.2. Uniqueness of efficient folds

We will now show that efficient folds are characterised uniquely by their defining equations. The corresponding
property of generalised foldsis deduced from a more general result in [BP99b], which is stated in Theorem 7.1
below. We will use the notation

A—cB
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to denote the (hom)set of al arrows from Ato B in C. The theorem below uses the contravariant hom-functor,
which wewill writeas __ —¢ B for each abject B in C. It sends each object Ato the set A — ¢ B and each arrow
g:A— A tothefunction Af .f - g.

Theorem 7.1 ([BP99b]). Supposethat F :: C — C hasinitia algebrac: F T — T, and
Y:vVA (PA—pB)— (P(FA) —pB)

is a natural transformation for some functor P : C — D. Then if F and P preserve colimits of chains and P
preservesinitiality, thereisauniquex:: P T — B such that

x-Poo = ¥x (20

Fortunately the following theorem shows that the uniqueness theorem for efficient folds is also an instance of
Theorem 7.1. So this justifies definition (19).

Theorem 7.2. Let .# : Coc(C) — Coc(C) be a nested hofunctor with initial algebrao :.# T — T, and let
V= (v)" vz beaparameter collection of appropriatetype. Thenthereisauniqueu: VL, X. (L — coec) M- X) —
T-L —cocc) N-Xsuchthat foral p:L — M- X

up-oL =Vvx-0gz Vg up. (21)
Proof. Let the category D be defined as follows:

e The objects are functions which map pairs of endofunctorson Coc(C) to asingle endofunctor. So, if Risan
object of D, and L, X : C — C arefunctors, then R(L, X) : C — C isafunctor.

e Thearrowsare natural transformationsk : R— Sin D of type
ki (VL,X. (L —cogic) M- X) — R(L,X) —coc(c) S(L, X))
e Thecompositiono of k: R— Sand|: S— T in D is defined by:
lok = Ap.(Ip-kp)
where - denotes composition in Coc(C).

e Theidentity of this composition is then defined for each object Rby idg (L, X) = Ap.idr x), Whereidg x)
denotes the identity of the functor R(L, X) in Coc(C).

Now define &2 : Coc(C) — D on each object F and arrow y: F — G by

P FE (LX) FL
Z (LX) AP.L-

Thenlet B(L,X) = N - X, and define

g VA (Z A—pB) — (Z(F# A) —pB)

[zVup=Vvx-OzVz up
foral u: (VL,X. (L—-M-X) - T-L—-N-X)andp:L — M-X. Then Ilz is a natural transformation,
so statement (21) follows by Theorem 7.1 provided that &2 preserves initiality and colimits of chains. These

properties may be verified using the fact that limits and colimitsin Coc(C) are calculated pointwise from those
inC [Mac9g]. [

Theorem 7.2 can be used to prove the following:

Theorem 7.3. Suppose that .# : Coc(C) — Coc(C) hasinitial algebrao.: .# T — T. Then for &l collections
of parametersv of appropriatetype, andal p: L — M- X,

efoldz vp = (gfoldz V)x-Tp.

Proof Outline Supposev = (v) Vg, lety = gfoldz vand defineu: (VL,X. (L —-M-X) — T-L — N-X) by
up=yx-Tp

By the universal property of efficient folds (19)
u=efoldzv < (Yp:L—>M-X:up-oL=vx-OzVg up)
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We can calcul ate that

up-ow
= definition of u
yx-Tp-ow
= naturality of o
yx-omx--Z Tp
= universal property of generalised folds (17)
Vx (PzVz Y)x-F Tp
= Lemma7.1
Vx-OzVz U p)

which establishestheresult. [

7.3. Fusion laws for efficient folds

The following map fusion law isimmediate from Theorem 7.3 and the functorality of T.
Law 7.1 (Map fusion ). Letk:L' — L, thenforal p:L— M-X
efoldz vp- T k= efoldz v (p-k)
The fusion laws of [BP99b], together with Theorem 7.3 give two further fusion laws for efficient folds:
Law 7.2 (Map fusion 11). Supposethat for eachi € 0..m,
Vi D M — ZM and V, 1 ZiL — L
where &7 and 2; are hofunctorsthat are independent of M. Thenif p: L — M- X
(Viel.m:vi- Zip= 2ip-V|) = efolds v p = efoldz wid
wherewp = Vo - Z# (p,idn) and for al i € 1..m, wj = V.
Law 7.3 (Fold fusion). Let k: N — N’, and supposethat for eachi € 0..m,
Vit ZN — ZiINandV, ©: ZN — 2N
where &2 and 2; are hofunctorsthat are independent of N. Then
(Vi € 0..m: Zik-vi =V, - Zik) = k- efoldz Vo - - - Vi = efoldz Vg - - - Vi,

Thisfold fusion law is an instance of astronger law given for three specific typesin [BP99b], and given here for
nestsin (10). The weaker law for nests, corresponding to the above, is obtained by taking k' to be the identity
function in (10). The stronger law cannot be simply stated for arbitrary datatypes, so the reader is referred to
[BP99b] for details.

8. Applications

The fusion laws of the previous section are perhaps a bit obscure until applied to a concrete example. We will

now use them to give conditions under which an efficient fold can be rewritten as an ordinary fold for a small

class of nested datatypes. We will then apply this result to functions on two different datatypes: nests and lists.
We will show that there are two equivalent ways to use efficient foldsto flatten anest to alist. The two methods
correspond to the inverse methods of building a tree: recursive, or top-down, and iterative, or bottom-up. The
application to lists concerns Horner’s rule for evaluating polynomials [BdM97]. We will show that thisis a
trivial consequence of the fusion laws.

We will only consider datatypes of the form:

data Collectiona = Nil | Cons(a, Collection (Funa))

where Fun is afunctor. So for example, if Fun = Pair, then Collection defines nests, and if Fun = Id it defines
lists.
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Theefficient fold on type Collectionisidentical to that on nests, except that Pair isgeneralised to an arbitrary
functor Fun:

efold :: Yn.vmVb.(Va. na) — (Va. (ma,n (Funa)) — na) — (Va. Fun (ma) — m(Funa)) —
(VI.(a— mb) — Collection (I a) — nb)

efoldef gh Nil = e

efoldef gh (Cons(x,xs)) = f (hx efoldef g(g-funh) xs)

The fusion laws are also very similar to those for nests, but are restated here for easy reference in the proof
of Law 8.4 below. The fold fusion law has one less parameter than its counterpart for nests (10) because it is
the weaker version of the law, as given in Section 7.3. Assuming the types given to parameters e, f, gand hiin
the definition of the efficient fold above, the fold and map fusion laws of Section 7.3 can be instantiated to the
following, where coll represents the map function for the datatype Collection.

Law 8.1 (Map fusion ). Letk':Va.l’a— 1| a, then

efoldef gh-coll k=efoldef g (h-K)

Law 82 (Map fusion11). Letg : (Va. Fun(la) — | (Funa)), then

g-funh=h-¢
=
efoldef gh=—¢efolde(f - (hxid)) g’ id

Law 8.3 (Fold fusion). Lete' :Va.n'a,f':Va.ma—n' (Funa) - n"aandk:Va.na— n’ a, then

ke=¢€andk-f =f'-(id x k)
=
k-efoldef gh=efolde f' gh

These laws can be used together to deduce the following law:

Law 8.4 (Fold Equivalence). Lete:Va.na, f:(ma,na)—na, g:Fun(ma) —na, h:va.a— naand
suppose thereexist k: n (Funa) — naandk’ : m(Funa) — ma, then

ke=e k-f=f-(Kxk) g-funk=Kk-.-g and g-funh=k'-h
=
efoldef gh="folde(f - (hxKk))

Proof. We have

efoldef gh=folde(f - (hx k))
& universal property of fold

efoldef ghNil = eand efold ef gh (Cons (x,xs)) =f (hx, (k- efold ef g h) xs)
= definition of efold

efoldef g (g-funh) =k-efoldef gh
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Thisequality is established by appealing to the fusion laws:
k-efoldef gh
Law 8.3 (fold fusion) and functorality of x

efolde(f - (K xid)) gh
= Law 8.1 (map fusion 1)

efolde(f - (K xid)) gid-coll h
= Law 8.2 (map fusion 1)

efoldef gk’-coll h
= Law 8.1 (map fusion 1)

efoldef g (k' -h)
= g-funh=K-h

efoldef g (g-funh)

O

We will give three applications of thislaw: two for nests and onefor lists. The two functions on nests are flatten
and size, which were cited in Section 3 as examples for which the map fusion law (11) did not directly apply.
Writing these functions as efficient folds, we have

flatten = efold [] (uncurry (++)) (uncurry (++)) (AX. [x])
size = efoldO (uncurry (+)) (uncurry (+)) (Ax. 1)

The flatten function flattens a nest by a method that correspondsto the inverse method of recursively building a
tree, but the fold equivalencelaw transformsit into afunction corresponding to the inverse method of iteratively
building atree: if ma=na= List a, and k =k’ = concat - map (A(y, 2). [y,Z]), then

flatten = fold [] ((uncurry (++)) - ((Ax. [x]) x k))
For the size function, wetakema=na= Int, and k = k' = (2«), which gives
size = foldO((uncurry (+)) ((Ax. 1) x (2%)))

Finally, we notice that Horner’s rule for lists [BAM97] can be derived very simply by takingm=n,k=k’ =g
and h = id, which leaves only two conditions:

ge=eandg-f=f-(gx0Q)
=
efoldef gid=fold e (f - (id x g))

By applying this law to the classic example of polynomial evaluation, we can see that it is a restatement of
Horner'srule: let us= Cons (u, Cons (v, Cons (w, Nil))), then

efold O (+) (xx) id us = U+ VEXFWsX2
fold O (apply (+)id(xx)) us = U+ (V+ (W+0)*X) *X

Horner’'s rule was generalised to arbitrary regular datatypesin [BdM97]; whether there is a similar generalisa-
tion for nested datatypes remains to be seen.

9. Conclusion

In this paper we have given a universal construction of afold operator that was inspired by that of [Hin00]. This
construction comes equipped with a proof principle that we have used to relate efficient folds to generalised
folds on arbitrary nested datatypes in Theorem 7.3. The performance improvement outlined in [Hin0O] has
been reiterated here through the example of random access lists, and the fusion laws of [BP99b] have been
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restated in the context of efficient folds. The laws have then been used to derive a fold equivalence law that
gives conditionsthat are sufficient to rewrite an efficient fold as an ordinary fold. The fold equivalencelaw has
yet to be generalised to arbitrary datatypes.

We have observed that foldsin general provideauseful definition principlefor functionson nested datatypes.
Without them it is difficult to define even afunction as ssmple as sum. We have noted that efficient folds are not
aways more efficient than generalised ones, but they do capture a different pattern of computation. Furthermore,
they are arguably more closely related than generalised folds to ordinary folds, because they have asimilar map
fusion law. Although the applications of nested datatypes have so far been quite limited, the example of Horner’s
rule in Section 8 suggests that the proof rules associated with efficient folds could still be useful for program
derivation on regular datatypes. It might be interesting to investigate whether there is a class of problems on
regular datatypes that can be specified as efficient folds, and then manipulated through the proof rules.

Thereis still anumber of questionsthat we have yet to answer, such as when is a function on either regular
or nested datatypes a fold [GHAOQ1], or an efficient fold? Moreover, if a function can be expressed as an effi-
cient fold, under what conditions does this give a significant improvement in performance? On the theoretical
side, there are similarities between the initial algebra definitions of generalised and efficient folds and those
of Mendler-style inductive types [UV99]. Closer inspection has shown that our definitions do not fit into the
existing framework of [UV99], but it might be possible to extend the theory to include them. There seemsllittle
point in pursuing this theory yet though, until we have found some more interesting applications of efficient
folds and nested datatypes.
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